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ABSTRACT: The low-lying excited states (La and Lb) of polyacenes from naphthalene to heptacene (N = 2�7) are studied using
various time-dependent computational approaches.We perform high-level excited-state calculations using equation of motion coupled
cluster with singles and doubles (EOMCCSD) and completely renormalized equation of motion coupled cluster with singles, doubles,
and perturbative triples (CR-EOMCCSD(T)) and use these results to evaluate the performance of various range-separated exchange-
correlation functionals within linear-response (LR) and real-time (RT) time-dependent density functional theories (TDDFT). As has
been reported recently, we find that the range-separated family of functionals addresses the well-documented TDDFT failures in
describing these low-lying singlet excited states to a large extent and are as about as accurate as results from EOMCCSD on average.
Real-time TDDFT visualization shows that the excited state charged densities are consistent with the predictions of the perimeter free
electron orbital (PFEO) model. This corresponds to particle-on-a-ring confinement, which leads to the well-known red-shift of the
excitations with acene length.We also use time-dependent semiempirical methods likeTD-PM3 andTD-ZINDO,which are capable of
handling very large systems. Once reparametrized to match the CR-EOMCCSD(T) results, TD-ZINDObecomes roughly as accurate
as range-separated TDDFT, which opens the door to modeling systems such as large molecular assemblies.

1. INTRODUCTION

Polyacenes or acenes constitute a class of polycyclic organic
compounds consisting of linearly fused benzene rings. These
compounds, and their derivatives, have been studied extensively,
and over the last several years, the larger representatives in this class
have been used in a plethora of applications such as light-emitting
diodes,1�4 photovoltaic cells,5�7 liquid crystal displays,8 and organic
field-effect transistors9,10 to name a few. Pentacene, in particular, has
received much attention because of its high charge-carrier (hole)
mobility in films andmolecular crystals.11�13 For an overview of the
electronic applications of acenes, see the reviews by Anthony.14,15

In a nutshell, the electronic properties of these materials are
dictated by the π electrons which occupy the highest occupied and
lowest unoccupied states; theπ interactions between adjacent acene
molecules, for example, give rise to the high hole mobility through
molecular films. In a single molecule, the lowest valence excitations
have π�π* character, and the two lowest singlet excitations are
commonly assigned as the La (B2u symmetry) and Lb (B3u
symmetry) states, respectively. The former represents the polariza-
tion along the short axis, while the latter represents the polarization
along the long axis. The Lb is the lowest excited state in naphthalene
but switches positions with the La state for larger acenes, with the
crossing happening around anthracene. It has long been suggested,
from a valence-bond point of view, that the La state ismostly ionic in
character involving significant rearrangement of the excited-state
density, whereas the Lb state is mostly covalent where the excited-
state density is similar to the ground state.

There has been significant progress in describing these
excitations theoretically,16�23 within which time-dependent

density functional theory (TDDFT)24�26 has been the predo-
minant method. It is now well-known, however, that for TDDFT
traditional and global hybrid functionals fail to describe these
lowest excitations. Grimme and Parac demonstrated that the
ordering switches earlier than expected with both classes of
functionals, and the excitation energy of the La state is severely
underestimated and progressively worsens with system size.20

Increasing the Hartree�Fock (HF) content in the exchange-
correlation improves the picture, but La worsens the excitation
energy of the Lb state. They concluded that it was impossible
to capture both states accurately just by adjusting the HF
content.

Very recently, range-separated hybrid (RSH) functionals have
been applied to the La state in acenes.17�19,22 RSHs correct the
incorrect asymptotic behavior of the exchange by splitting the
exchange into a short-range part and a long-range part. For many
optically active charge transfer states, RSHs rival the accuracy of the
equation of motion coupled cluster singles doubles (EOMCCSD)
method on average. The success of RSHs in this case, however, is in
many ways quite surprising, as the La state is an intramolecular
transverse excitation (along short-axis of molecule) and clearly not
long-range at all. Richard and Herbert labeled this a charge-transfer-
like state in disguise,18 which Kuritz et al. subsequently rationalized
as arising from minimal overlap in auxiliary orbitals,19 akin to
minimal overlap of the hole/charge orbitals in a typical charge
transfer excitation.
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In some sense, acenes serve as a rough prototype for a more
complicated light harvesting system and also as the fundamental
building block for many molecular electronic devices. Careful
analysis of the excitations in these deceptively simple molecules
serves as a crucial test for the accuracy and predictive power of a
theoretical technique, as indicated by the intense interest in
benchmarking TDDFT results in these systems. In this light, our
main goal in this paper is to examine the low-lying excited states
of polyacenes from naphthalene to heptacene (Figure 1) using a
wide selection of time-dependent approaches. We first perform a
systematic analysis based on high-level coupled cluster
(EOMCCSD and CR-EOMCCSD(T)) calculations. These cal-
culations are used to benchmark the performance of various
range-separated exchange-correlation functionals implemented
within linear response and real-time TDDFT. Additionally, we
explore the use of semiempirical time-dependent PM3 and
ZINDO for describing these excitations and reparametrize their
Hamiltonians to better match the results of high level theory. All
structures were obtained using cc-pVTZ/B3LYP.

The rest of the paper is organized as follows: In section 2, we
briefly review the various time-dependent approaches used in
this study and provide the necessary computational details. The
results are presented and discussed in section 3 and the con-
cluding remarks in section 4.

2. METHODOLOGIES AND COMPUTATIONAL DETAILS

Below, we briefly review the formalisms for equation of motion
coupled cluster (EOMCC), real-time time-dependent density

functional theory (RT-TDDFT), and real-time time-dependent
PM3 and ZINDO. All results except the PM3 and ZINDO ones
were obtained using NWChem.27 The TD-PM3 results were
obtained by a modification of the PM3 module from MOPAC
6.0,28,29 to perform iterative time-dependent calculation of the TD-
PM3 excitation energies.30 The TD-ZINDO results were obtained
by an analogous modification of ZINDO from the ZINDO-MN
package.31 The linear response TDDFT results were calculated
using the module in NWChem; since the approach is widely used
(e.g., refs 26 and 32), we omit the details.
2.1. Equation of Motion Coupled Cluster. The EOMCC

formalism33 can be viewed as an excited-state extension of the
single-reference coupled cluster method, where the wave func-
tion corresponding to the Kth state is represented as

jΨKæ ¼ RK eT jΦæ ð1Þ
where T and state-specific RK operators are the cluster and
excitation operators, respectively, and |Φæ is the so-called
reference function usually chosen as a Hartree�Fock determi-
nant. Various approximate schemes range from the basic
EOMCCSD approximation where the cluster and correlation
operators are represented as sums of scalar (RK,0 for excitation
operator only), single (T1,RK,1), and double (T2,RK,2) excitations

jΨEOMCCSD
K æ ¼ ðRK, 0 þ RK, 1 þ RK, 2Þ eT1 þ T2 jΦæ ð2Þ

to the more advanced EOMCCSDT and EOMCCSDTQ ap-
proach, accounting for the effect of triple and/or quadruple
excitations. It has been demonstrated that the progression of
methods, EOMCCSDf EOMCCSDTf EOMCCSDTQ..., in
the limit converges to the exact (full configuration interaction)
energies. However, the rapid growth in the numerical complexity of
theEOMCCmethodsmakes calculationswith theEOMCCSDTor
EOMCCSDTQ methods very expensive, even for relatively small
systems. Unfortunately, the EOMCCSD method is capable of pro-
viding reliable results only for singly excited states. However, as has
recently been demonstrated,34 errors in the range of 0.25�0.30 eV
with respect to the experimental vertical excitation energies (VEE)
persist with increasing system size.
In order to narrow the gap between the EOMCCSD and

EOMCCSDT VEEs, several noniterativeN7-scaling methods that
mimic the effect of triples in a perturbative fashion have been pro-
posed in the past.35�40The completely renormalizedEOMCCSD(T)
approach, denoted CR-EOMCCSD(T),41 falls into this class
(see also refs 42 and 43�45 for the most recent developments).
In this approach, the energy correction δK

CR�EOMCCSD(T) is added
to the EOMCCSD VEE (ωK

EOMCCSD)

ωCR � EOMCCSDðTÞ
K ¼ ωEOMCCSD

K þ δCR � EOMCCSDðTÞ
K ð3Þ

whereδK
CR�EOMCCSD(T) is expressed through the trial wave function

ÆΨK| and the triply excitedEOMCCSDmomentoperatorMK,3
EOMCCSD

(see ref 41 for details):

δCR � EOMCCSDðTÞ
K ¼ ÆΨK jMEOMCCSD

K, 3 jΦæ
ÆΨK jðRK, 0 þ RK, 1 þ RK, 2Þ eT1 þ T2 jΦæ

ð4Þ
Although the CR-EOMCCSD(T) method is characterized by the
same N7 scaling as the ground-state CCSD(T) method,46 the fact
that triply excited EOMCCSD moments need to be calculated
makes this approach a few times more expensive than the ground-
state CCSD(T) approach.

Figure 1. Structures of the acenes studied. From top to bottom:
naphthalene (N = 2), anthracene (N = 3), tetracene (N = 4), pentacene
(N = 5), hexacene (N = 6), heptacene (N = 7).
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2.2. Real-Time TDDFT. In real-time time-dependent density
functional theory (RT-TDDFT), the time-dependent Kohn�
Sham (KS) equations are explicitly propagated in time:

i
∂ψiðr, tÞ

∂t
¼ � 1

2
∇2 þ vKS½F�ðr, tÞ

� �
ψiðtÞ ð5Þ

¼ �1
2
∇2 þ vextðr, tÞ þ vHðr, tÞ þ vXC½F�ðr, tÞ

� �
ψiðtÞ

ð6Þ
where F(r,t) is the charge density, vext(r,t) is the external
potential describing the nuclear�electron and applied field
contributions, vH(r,t) is the electron�electron potential, and
vXC[F](r,t) is the exchange-correlation potential, which is hen-
ceforth assumed to depend only on the instantaneous density
(adiabatic approximation). In a Gaussian-orbital basis, it is
simpler to work with density matrices rather than KS orbitals,
in which case the evolution of the electronic density is governed
by the von Neumann equation:

i
∂P0

∂t
¼ ½F0ðtÞ,P0ðtÞ� ð7Þ

where the prime notation denotes matrices in the orthogonal
molecular orbital (MO) basis and unprimed denotes matrices in
the atomic orbital (AO) basis. Note that in eq 7, all matrices are
complex quantities. The Fock matrix F(t) is computed in the AO
basis similar to ground state DFT, with the important distinction
that in the absence of Hartree�Fock exchange (e.g., pure DFT);
F(t) is real symmetric and only depends on the real part ofP(t). If
HF exchange is included (e.g, hybrid functionals), it becomes
complex Hermitian (see ref 47 for details of the NWChem RT-
TDDFT implementation, derivations, and references).
There are numerous approaches taken to propagate eq 7. In

this study, we use a second order Magnus scheme, which is
equivalent to an exponential midpoint propagator

P0ðt þ ΔtÞ ¼ e�iF0ðt þ Δt=2ÞΔtP0ðtÞ eiF0ðt þ Δt=2ÞΔt ð8Þ
where we compute the Fock matrix at the future time via linear
extrapolation from the previous two values, followed by iterative
interpolation until converged. This approach is extremely stable,
as it maintains the idempotency of the density matrix and yields
order (Δt)2 accuracy. In practice, this allows for time steps on the
order of Δt = 0.1 au = 2.42 � 10�3 fs with a minimal loss of
accuracy. The exponentiation of eq 8 is done via contractive
power series, where the operator is first divided by 2m such that
the norm of the scaled operator is less than 1, performing the
power series (which is guaranteed to converge well numerically
since it is contractive), then squaring the resultm times to recover
the result. All real-time TDDFT simulations here used a time
step of Δt = 0.2 au = 0.0048 fs and ran up to 1500 au = 36.3 fs,
which corresponds to 7500 time steps.
To obtain spectroscopic information, the system is excited via

a linearly polarized (x, y, z) narrow Gaussian electric field kick,
which adds to the Fock matrix via dipole coupling:

EðtÞ ¼ k exp½�ðt � t0Þ2=2w2�d̂ ð9Þ
where d̂ = x̂, ŷ, ẑ is the polarization, k is the field maximum
(dimensions of electric field), t0 is the center of the pulse, andw is
the width, which is typically ∼Δt. This induces all electronic
modes simultaneously, and the Fourier transform of the resulting

time-dependent dipole moment yields the absorption spectrum
for that polarization. The sum of the three spectra gives the full
absorption. In the limit of a small electric field perturbation, real-
time TDDFT and linear-response yield essentially identical
spectroscopic results. Unlike LR-TDDFT, RT-TDDFT is also
valid in the strong perturbation regime, but the studies pre-
sented here are all the weak-field type and thus comparable to
LR-TDDFT. All kick-type results here used a kick with k =
0.002 au = 1.0 V/nm, t0 = 3.0 au = 0.07 fs, and w = 0.2 au =
0.0048 fs.
The true power of RT-TDDFT, however, lies in direct

modeling of the electron dynamics in response to a realistic
stimulus, such as a laser tuned to resonance with a particular
electronic transition. For example, to excite the system into a
particular state of interest, it is simplest to use a Gaussian
enveloped monochromatic laser pulse of the form:

EðtÞ ¼ k exp½�ðt � t0Þ2=2w2� cosðω0tÞ d̂ ð10Þ
where ω0 is the driving frequency and w is broad enough to
encapsulate at least a few oscillations. In this case, the charge
density can be visualized in 4D (three space + time), which yields
detailed insight into the fundamental nature of the excitation.
This is especially important as an intuitive metric for characteriz-
ing charge transfer excitations, and when elucidating the me-
chanism of excitations. In this paper, RT-TDDFT is used as a
visual tool to assign longitudinal and transverse excitations into
two distinct classes (ionic vs covalent, respectively) and to study
the physical origin of the red-shift with acene length.
2.3. Time-Dependent Semiempirical Methods. A well-

known alternative to first-principles approaches is semiempirical
methods (e.g., PM328 and ZINDO48) which can be extended to a
time-dependent formalism.30 A minimal valence basis set is used,
so that there are only four orbitals for each carbon atom.
Typically, the Fock matrix has the generic Hartree�Fock-like
form:

Fij ¼ hij þ ∑
kl
vijklPij ð11Þ

where hij and vijkl are semiempirical one-body and interaction
parameters, respectively. Unlike Hartree�Fock and DFT,
however, the interaction parameters are restricted to be at
most two-center. The calculations are done in an atomic basis
(rather than molecular orbital basis, which earlier TD-semi-
empirical methods use) so that the calculation of the Fock
matrix scales like N2, where N is the number of orbitals.
After the initial SCF solution labeled as P0, the same von

Neumann equation as in TDDFT (eq 7) is propagated.While the
same real-time approach as in eq 8 could have been used, here,
however a different algorithm is found to be more efficient. The
algorithm has been covered recently (see ref 30), so it will only be
briefly reviewed. Basically, the linear-response von Neumann
operator is constructed:

LZ � dZ
dt

¼ � i
½FðP0 þ ηZÞ,P0 þ ηZ� � ½FðP0Þ,P0�

η
ð12Þ

for the deviation from the initial density matrix:

Z � P� P0 ð13Þ
and η is a small parameter ensuring linearity. Then, the time-
dependent dynamics are represented by writing a Chebyshev
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algorithm for the propagator:

ZðtÞ ¼ eLtZ0 ¼ ∑
n
ð2� δn0Þ JnðtΔHÞ Tn

L
ΔH

� �
Z0 ð14Þ

where we introduced the Bessel and modified Chebyshev
operators, with the latter propagated as

Tn
L
ΔH

� �
Z0 ¼ 2

L
ΔH

Tn�1
L
ΔH

� �
Z0 þ Tn�2

L
ΔH

� �
Z0 ð15Þ

and

Z0 ¼ � i½D,P0� ð16Þ
where D is the dipole moment matrix. ΔH is half the spectrum
width, so that (ΔH)�1 is the effective time-step; it is quite large
(almost 0.4 au), so that the overall number of iterations required
is quite small (a few thousands even without any signal proces-
sing approaches). This approachminimizes the number of matrix
multiplications, which in semiempirical calculations are the most
time-consuming steps (scales as N3 unless sparse matrix algo-
rithms are used). Further savings are obtained by Fourier
transforming the time-dependent Bessel function coefficients
in eq 14 analytically, thereby reducing the required number of
iterations. As with RT-TDDFT, spectroscopic information is
obtained via kick-type excitations.

3. RESULTS

In this section, we present acene vertical excitation energies
(VEEs) for a wide range of theories: coupled cluster (EOMCCSD,
CR-EOMCCSD(T)), linear response TDDFT with a global
hybrid functional (B3LYP49) and a variety of range-separated
functionals (CAM-B3LYP,50 LC-BLYP, LC-ωPBE,51 BNL52),
real-timeTDDFTwith the BNL functional, and two semiempirical
methods (TD-ZINDO, TD-PM3). Before discussing results, it is
important to note that vertical excitation energies, which corre-
spond to the energy difference between ground and excited states
without a change in geometry, cannot be directly measured
experimentally (see ref 21). As a good approximation, VEEs can
be measured experimentally via the locations of experimental
UV�vis absorption peaks, but the accuracy of this approximation
varies depending on state andmolecule, with deviations typically on
the order of a few tenths of an electronvolt. To ensure meaningful
comparisons between the computedVEEs and experimental results,
we use the corrected acene experimental values from Grimme and
Parac20 (see ref 53 for the original experimental results). In a
nutshell, these incorporate adjustments to the La and Lb states
computed from TDDFT (B3LYP/TZVP) excitation energies with
fully optimized excited state geometries (calculated for acenesN=2,
3, 4; extrapolated to N = 5, 6, 7). This somewhat accounts for
geometry relaxation effects, but significant theory�experiment
discrepancies still arise from basis set quality and the level of
theory, specifically the treatment of correlation effects.

The La and Lb vertical excitation energies for the set of acenes
are summarized in Table 1, along with the corrected experi-
mental values, and the mean average error (MAE) from the
experiment, for the full set of acenes for each approach. These
VEEs (for a few representative theories) are plotted against acene
size in Figure 4. Qualitatively speaking, all methods capture most
of the gross features, including the red-shift of the Lb (longitudinal)
state with acene length and the steeper red-shift of theLa (transverse)
state with acene length. However, there is only mixed success in

describing the important experimentally observed crossover of
the lowest energy state from La f Lb around anthracene; this is
discussed in more detail below.
3.1. Equation-of-Motion Coupled Cluster. Overall, CR-

EOMCCSD(T) has the best agreement with experimental en-
ergies, with a MAE of 0.07 eV for the La state and 0.06 eV for the
Lb. Most importantly, CR-EOMCCSD(T) simultaneously de-
scribes both states well and captures the crossover at the right
energy (near anthracene). That is, it predicts that La is lower in
energy than Lb for naphthalene. They are roughly equal for
anthracene, and Lb is lower afterwards (see Figure 2). In contrast
to the experimental vertical excitation energies, the EOMCCSD
and CR-EOMCCSD(T) approaches predict for anthracene the
reversed ordering of the La and Lb states. TheCR-EOMCCSD(T)
excitation energy for the Lb state is located 0.1 eV below the one
corresponding to the La state. Similar reverse ordering has been
reported in the context of multireference Møller�Plesset
(MRPT) theory54,55 calculations for low-lying excited states of
anthracene.16 In the case of the MRPT approach, the 0.17 eV
separation between Lb and La states is slightly larger than 0.1 eV
obtainedwith theCR-EOMCCSD(T)method for POL1basis set.
The CC2 model,56 which is an approximation to the EOMCCSD
formalism, predicts the La state to the lowest state, and the
calculated separation between La and Lb states is around 0.2 eV.
3.2. Linear Response TDDFT.The range-separation parameter

for the CAM-B3LYP,50 LC-BLYP, and BNL52 functionals was
taken to be 0.33 au�1; for LC-ωPBE,51 it was 0.30 au�1. For the
transverse charge-transfer-like La state (solid lines in Figure 2), all
of the range-separated TDDFT results agree well with experi-
mental results and EOMCC, with MAE typically around a few
hundredths of an electronvolt. Real-time BNL results are essen-
tially the same as the corresponding linear response ones, since the
kick perturbation was small. Range-corrected TDDFT is less
accurate for the Lb state, however, with MAEs of ∼0.3 eV, which
is almost twice that of B3LYP. Thus, range-separated TDDFT
excels at predicting the challenging charge-transfer-like La state,
but using a range-separated functional significantly compromises
the accuracy of the Lb state versus a global hybrid approach (e.g.,
B3LYP). To better understand the accuracy of RSH functionals,
two versions of the CAM-B3LYP functional were studied: The
first, denoted “CAM-B3LYP (I)”, has an asymptote of 0.65/r (i.e.,
α + β = 0.65), while the second, denoted “CAM-B3LYP (II)”, has
an asymptote of 1.0/r. The full Hartree�Fock asymptote in the
exchange inCAM-B3LYP (II) improves the accuracy in the La state
at a cost of slightly decreasing the accuracy of theLb state.On another
note, range-separated TDDFT correctly predicts the La f Lb
crossover (intersection of like-colored solid and dashed lines in
Figure 2), albeit at a lower energy than the experiment. B3LYP, in
contrast, fails to even qualitatively capture this crossover. In short,
using range-separated functionals overcomes many of the failures
of pure or hybrid DFT functionals in describing the transverse La
state and the Laf Lb crossover, with overall accuracy rivaling that
of CC2. The use of “tuned” RSHs, which has been pioneered by
Baer and co-workers,57 shows promise in further improving the
accuracy of TDDFT for systems such as this.19

3.3. Time-Dependent PM3 and ZINDO.We performed time-
dependent simulations with two typical semiempirical methods,
PM3 and ZINDO. The latter is well-known to be better for
spectra, as our results indicate. In order to parametrize the TD-
ZINDOapproach against the coupledCR-EOMCCSD(T) results
for the charge-transfer-like La, we scaled down the strength of the
ππ0 interaction potentials, as is commonly done in ZINDO. We
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found that a scaling factor of 0.64, whichwe denote “ZINDO(II)”,
yielded the best fit, compared to the stock scaling factor of 0.70
(denoted “ZINDO (I)”). In the case of the general ZINDO (I),
the La is fairly poorly described (MAE of 0.24 eV), whereas the
longitudinal Lb is quite well described, akin to the B3LYP results.
The La-tuned ZINDO (II), however, is extremely accurate for the
La state, but as with range-separated TDDFT, the corresponding
accuracy in the Lb state suffers. One drawback of ZINDO,
however, is that it fails to properly capture the crossover. ZINDO
(I) predicts that La and Lb are roughly equal in energy at N = 2,
whereas ZINDO (II) incorrectly predicts that Lb is always higher
in energy than Lb. Of course, the excellent quality of ZINDO (II)
results for the La are a consequence of being fit to this particular

state, but it is still quite remarkable that with a single parameter it is
possible to simultaneous fit six molecules so well. These results
suggest that carefully parametrized semiempirical approaches are
an excellent tool for modeling excitations in large polyaromatic
hydrocarbons, where large system size makes coupled cluster, or
even TDDFT, unfeasible.
3.4. Real-Time Visualization of the Excited Charge Density.

Next, to gain insight into the nature of the excitations, we present
real-time real-space visualization of the excited state charge den-
sity for the (transverse) La state. The (longitudinal) Lb state has
too small an oscillator strength to visualize clearly, so the major
bright longitudinal UV Bb absorption (see Figure 3) was chosen
as an illustrative analogue (note this peak is not compared in
Table 1). As before, the system was described using the BNL
functional, and for speed the smaller 6-31G** basis set was used
instead of POL1. The spectra of the acenes with 6-31G** basis
sets were extremely similar to the POL1 spectra, save a slight
blue-shift due to the smaller basis.
Figure 4 shows real-time TDDFT snapshots of the deviation of

the charge density from the ground state for anthracene and
heptacene after resonant excitation to the La state. Unlike plots of
molecular orbitals, which are strictly ground state quantities,
Figure 4 corresponds to the actual charge density dynamics result-
ing from an excitation. For the longitudinal excitation (top), blue
isosurfaces correspond to positive charge density deviation from
the ground state, F(r,t) � F(r,t = 0) = 10�6 Å�3, and red iso-
surfaces to the corresponding negative deviation. In the transverse
excitation (bottom), the isosurface values were 10�7 Å�3. The two
excitations were induced via longitudinal or transverse polarized
enveloped laser pulses (see eq 10), with w = 2π/ω0 and t0 = 5w;
the values of the driving frequencies ω0 are shown in Figure 4,
along with the time taken for half an oscillation to occur.

Table 1. The Two Lowest Singlet Excitation Energies in eV for the N = 2�7 Series of Acenes for a Range of Theories and the
Corresponding Mean Absolute Error (MAE) and Maximum Absolute Error (XAE) in eV from the Experimental Valuesa

N PM3

ZINDO

(I)

ZINDO

(II) B3LYP

CAM-

B3LYP (I)

CAM-

B3LYP

(II)

LC-

BLYP

LC-

ωPBE BNL BNL (real-time) CC220
EOM-

CCSD

CR-EOM-

CCSD(T) exptl20

La state (transverse; bright)

2 3.50 4.23 4.59 4.35 4.64 4.81 4.77 4.77 4.86 4.79 4.88 5.09 4.79 4.66

3 2.94 3.30 3.55 3.19 3.51 3.71 3.66 3.66 3.72 3.68 3.69 4.00 3.69 3.60

4 2.53 2.67 2.85 2.42 2.75 2.95 2.91 2.90 2.94 2.91 2.90 3.25 2.94 2.88

5 2.22 2.23 2.37 1.88 2.21 2.40 2.37 2.37 2.39 2.41 2.35 2.72 2.42 2.37

6 1.99 1.92 2.03 1.48 1.82 2.00 1.99 1.99 2.00 1.96 1.95 2.34 2.05 2.02

7 1.81 1.68 1.77 1.17 1.52 1.70 1.69 1.70 1.70 1.69 1.60 2.05 1.77 �
MAE 0.47 0.24 0.03 0.44 0.12 0.08 0.05 0.04 0.08 0.07 0.08 0.37 0.07 �
XAE 1.16 0.43 0.07 0.54 0.20 0.15 0.11 0.11 0.20 0.13 0.22 0.43 0.13 �

Lb state (longitudinal; dim)

2 3.34 4.21 4.63 4.44 4.59 4.68 4.58 4.58 4.64 4.61 4.46 4.43 4.13 4.13

3 2.91 3.67 4.03 3.85 4.02 4.09 4.02 4.02 4.07 4.03 3.89 3.90 3.59 3.64

4 2.62 3.32 3.65 3.46 3.64 3.71 3.65 3.65 3.70 3.68 3.52 3.54 3.25 3.39

5 2.42 3.10 3.41 3.19 3.38 3.44 3.39 3.40 3.44 3.42 3.27 3.30 3.02 3.12

6 2.27 2.96 3.24 3.01 3.20 3.25 3.21 3.22 3.26 3.23 3.09 3.12 2.86 2.87

7 2.15 2.82 3.11 2.87 3.06 3.10 3.07 3.09 3.12 3.03 2.97 2.99 2.74 �
MAE 0.72 0.06 0.36 0.16 0.34 0.40 0.34 0.34 0.39 0.36 0.22 0.23 0.06 �
XAE 0.79 0.09 0.50 0.31 0.46 0.55 0.45 0.45 0.51 0.48 0.33 0.30 0.14 �

aThe La state corresponds to a transverse excitation with high oscillator strength (bright) and the Lb state to a longitudinal excitation with low oscillator
strength (dim). All TDDFT results are linear response unless noted otherwise.

Figure 2. Comparison between the two lowest singlet excitation
energies of the set of acenes for a selection of theories, along with the
experimental values. The solid lines correspond to the La (transverse)
excitation and the dashed lines to the Lb (longitudinal) excitation.
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Two distinct mechanisms of excitation are clearly visible in
Figure 4. The longitudinally excited charge density (Bb state;
top) sloshes back and forth along the π* orbitals along the acene
backbone; at the extrema, the charge density has piled up at one
end of the molecule, with corresponding depletion (hole) on the
opposite end. After transverse excitation (La state; bottom),
however, the density is driven from delocalized π orbitals across

the acene and forced to populate the orbitals above and below the
C�H bonds, which leads to alternating “fingers” of accumulated
charge, and thus alternating 3 3 3C

δ+Cδ�Cδ+Cδ�
3 3 3 atoms along

the acene. In a valence bond picture, this is an ionic-like excita-
tion, in agreement with previous analyses.18,20 The intra-
molecular charge-transfer-like character (or charge transfer in
disguise) is not due to a long-range pileup of charge but instead
arises from this ionic-like character. Here, range-separated func-
tionals perform well because they are able to capture interaction
between these regions of alternating charge and hole. This is
related to Kuritz et al.’s discussion, where a state is characterized
as charge-transfer-like on the basis of minimal overlap of auxiliary
orbitals.19

RT-TDDFT can also shed light on the origin of the red shifts.
As the acenes increase in length, the time taken to oscillate
increases (frequency decreases) for both the transverse and
longitudinal excitations. Although not immediately obvious,
the red shifts of both excitations can be rationalized in a similar
way. The simplest physical description for this comes from the
perimeter free electron orbital (PFEO) theory,1,58 which models
the π electrons as being confined in an oval-shaped infinite
potential with no other electron�nuclear or electron�electron
interactions. This leads to a particle-on-a-ring wave function for
each π electron; a particular electronic state is then characterized
by the total ring quantum number Q, which is the sum of the
individual ring quantum numbers. The number of nodal planes

Figure 3. Absorption spectrum of anthracene (N = 3) obtained via RT-
TDDFT (POL1/BNL). The bright La and dim Lb peaks correspond to
transverse and longitudinal excitations, respectively. The intensely bright
longitudinalUVBbpeak is visualized in Figure 4 but not compared inTable 1.

Figure 4. Real-time TDDFT (6-31G**/BNL) isosurface snapshots of the deviation of the charge density from the ground state for anthracene (N = 3)
and heptacene (N = 7), after resonant excitation (frequencies shown in eV). Positive deviation (more charge density than in the ground state) is shown in
blue, while negative deviation (less charge density than ground state) is shown in red. The time for a charge oscillation (half period) is shown in
femtoseconds. The longitudinal Bb state (note: not compared in Table 1) is covalent in nature. The ionic character of the La state is clearly visible from
the alternation of charge buildup above/below the C�H bonds and charge depletion on the carbon atoms between. The corresponding perimeter free
electron orbital (PFEO) theory structures are shown, confirming that the excited state densities at the oscillation maxima are extremely similar to those
arising from π electrons confined to a ring. The densities were visualized using Blender.59
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for a particular state is then Q, with alternating positive and
negative charge buildup at each antinode. This is clearly visible in
Figure 4, where the charge density deviations at the maxima of
the oscillations (i.e., the excited electronic states) directly match
up to the PFEO predictions. In anthracene, for example, the
excited state charge density of the Bb state corresponds to aQ = 1
state (one node; high longitudinal dipole moment), whereas the
La state corresponds to Q = 7 (seven nodes; low but nonzero
transverse dipole moment). The transition toQ = 7 (La) requires
less energy than that to Q = 1 (Bb), which is a consequence of
Hund’s rule.1 Larger acenes have larger circumferences, and thus
their excitation energies are red-shifted.

4. CONCLUSIONS

In summary, we have computed the La and Lb vertical
excitation energies for the acenes ranging from anthracene to
heptacene, using a broad spectrum of excited-state theoretical
approaches. High accuracy coupled cluster calculations (CR-
EOMCCST(T)) agree extremely well with experimental results
for both states and thus serve as a baseline for validating the lower
level theories. Global hybrid TDDFT (e.g, B3LYP) performs
poorly for theLa state, as expected, whereas range-separated
hybrid (RSH)TDDFT (e.g, CAM-B3LYP, LC-BLYP, etc) better
describes the ionic La state, at a cost of lost accuracy for the Lb
state. Real-time RSH TDDFT visualization shows that the
excited state charge densities are consistent with the predictions
of perimeter free electron orbital (PFEO) theory, and the red
shifts of the excitations are due to particle-on-a-ring-like con-
finements. For the semiempirical methods, with proper parame-
trization, ZINDO rivals range-separated hybrids in accuracy, at a
fraction of the computational cost. This suggests a multitiered
approach to modeling complicated acene derivatives, as well
films and crystals of these molecules: high accuracy coupled
cluster calculations validate RSH TDDFT calculations on small
(perhaps pairs of) molecules, which in turn enables careful
parametrization of semiempirical calculations capable of model-
ing large systems.
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