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ABSTRACT
Many liquid phase studies assume that the potential energy surfaces of reacting molecules are the same as in the gas phase, neglecting complex
solvent dynamics that can completely alter the nature of chemical reactivity. Even studies that include solvent effects typically only consider
them in an average, equilibrium way as part of a potential of mean force (PMF). In this work, we use mixed quantum/classical simulations
to compare how equilibrium and non-equilibrium solvent motions affect the photodissociation of a simple diatomic molecule, NaK+, in
liquid tetrahydrofuran. A PMF analysis shows that as the excited-state molecule dissociates with the solvent at equilibrium, the bonding
electron remains associated with K+ at short bond distances but eventually localizes on Na+ at the end of dissociation. When we examine
non-equilibrium dynamical photodissociation trajectories, however, we find that they fall into three distinct categories: about a quarter of
them have the bonding electron mainly associated with Na+, another quarter stay mainly associated with K+, and about half have the bonding
electron shared roughly equally between the two ions. The results show that equilibrium PMFs cannot accurately describe the dynamics of
bond-breaking chemical reactions in solution because there is insufficient time for the solvent to reach equilibrium on the time scale over
which bond dissociation occurs. Our analysis shows that the solvent coupling between the electronic energy surfaces is similar at and away
from equilibrium, suggesting that other factors, such as solute velocity-driven solvent memory effects, play a more important role in explaining
the failure of the equilibrium PMF to predict the non-equilibrium dynamics.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0287220

I. INTRODUCTION

Quantum mechanical calculations have been able to do an out-
standing job of providing a fundamental understanding of chemical
reactions in the gas phase.1–3 Since the reactants are isolated in a
vacuum, potential energy surfaces (PESs) can be used to describe
equilibrium molecular structures, transition states, reaction path-
ways, etc.4 However, most chemical reactions take place in solution-
phase environments, and solvent effects can significantly alter the
chemical properties of molecules compared to their gas-phase coun-
terparts.5 In particular, the inevitable collisions between a reacting
solute and the surrounding solvent molecules can have a dramatic
effect on bond-breaking and forming processes in solution.6–10

In previous work, we found that even weakly interacting sol-
vents, such as liquid Ar, are capable of altering the vibrational
frequencies of simple diatomics, such as Na2 or Na+2 .11–13 This
is due to the fact that the surrounding Ar atoms confine these
molecules’ bonding electrons within a solvent cavity, increasing the

internuclear bonding electron density, decreasing the bond length,
and increasing the vibrational frequency.10–12 In addition, chang-
ing the solvent can produce different effects.14,15 Solvents such
as tetrahydrofuran (THF) can form dative bonds with the alkali
metal cation cores inside these molecular solutes, creating discrete
coordination structures that have different spectroscopic signatures
and interconversion barriers of several kBT so that they must be
treated as separate molecular species.11,12 Placing a gas phase sys-
tem into solution can also shift the location of non-adiabatic curve
crossings,16–18 induce coupling between electronic states,19 change
the number and magnitude of energy barriers during reactions,20

alter steric effects present in the gas phase,21 and transform reaction
coordinates.22

For heteronuclear diatomics, such as the NaK+ molecule stud-
ied in this work, we found previously that solvation in liquid THF
changes the thermodynamic products of dissociation.23 Figure 1
compares the ground state (solid curves) and first electronic excited
state (dashed curves) PESs of the NaK+ molecule in the gas phase
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FIG. 1. Potential energy surfaces of the NaK+ molecule in the gas phase (red
curves, left y-axis) and potentials of mean force (PMFs) in room-temperature THF
solution (purple curves, right y-axis).23 Solid curves indicate the electronic ground
state, and dashed curves indicate the lowest electronic excited state. In the asymp-
totic region in the gas phase, the ground-state (Na0

+ K+) and excited-state
(Na+ + K0) products are ∼860 meV (∼33.7 kBT at room temperature) apart in
energy,27,28 which is the difference in the ionization energies of Na and K. In the
solution-phase PMFs,23 the gas-phase ground-state products are set to the zero
of energy (solid purple curve). The PMFs for the ground and first excited states
cross around 9 Å due to more thermodynamically favorable Na+–THF interactions
in the dissociation limit.23

(red curves, left axis) and the potentials of mean force (PMFs) in
liquid THF (purple curves, right axis). The NaK+ molecule in the
gas phase dissociates as Na0 + K+ and Na+ + K0 on its ground
and first excited electronic states, respectively.24–26 This is due to the
∼860 meV greater electron affinity of Na+ relative to K+.27,28 Disso-
ciation of NaK+ in THF, on the other hand, reverses which products
are formed. On the ground state, Na+ + K0 is now thermodynam-
ically more stable due to more favorable Na+–THF interactions.23

In addition, the solvent-induced inversion of the thermodynamic
dissociation products induces a crossing of the ground- and excited-
state free energy surfaces at a bond distance of ∼9 Å, suggesting that a
long-range charge transfer process could occur during excited-state
dissociation of this molecule.23,29,30

Solution-phase PMFs are calculated by assuming that the sol-
vent molecules are fully equilibrated at every bond distance along
the dissociation coordinate.31 In other words, the PMFs in Fig. 1
are constructed assuming that the local THF solvent molecules
have infinite time to respond to the elongation of the Na–K bond.
However, during a bond-breaking reaction, the timescale of solvent
relaxation could be comparable to or even longer than that of bond
dissociation. If there is inadequate time for the solvent to respond
and equilibrate during the reaction process, then the equilibrium-
based PMFs may fail to describe bond-breaking reaction dynamics
in solution.

In this work, we use mixed quantum/classical (MQC) molec-
ular dynamics (MD) simulations to study the bond-breaking of the
NaK+ molecule in liquid THF both with the solvent at equilibrium
and following non-equilibrium photodissociation. We find that the
non-equilibrium and equilibrium solvent motions associated with
dissociation are different enough that only about a quarter of the
non-equilibrium trajectories follow the equilibrium predictions as

to which products are formed; in other words, non-equilibrium
photodissociation produces different reaction products than those
predicted by the equilibrium PMF ∼75% of the time. This is because
the time scale for solvent molecules to reach equilibrium is longer
than the dissociation time of solution-phase NaK+. As a result, the
solvent configurations in some photodissociation trajectories cause
the bonding electron to associate with Na+ without time for the
THF solvent molecules to equilibrate and favor charge localization
on K+. We also find that whether the non-equilibrium trajectories
follow the reaction outcome predicted at equilibrium is correlated
with the extent to which the Na and K first-shell solvent coordina-
tion numbers follow equilibrium predictions. Overall, we find that
non-equilibrium solvation dynamics have a direct impact on the
choice of chemical products for simple photodissociation reactions
in solution.

II. METHODS
The details of our simulations are described in the

supplementary material and are similar to the procedures used
in Refs. 10, 12, 23, and 32. Briefly, we use MQC MD simulations
to propagate non-equilibrium excited-state photodissociation
trajectories. Our simulation box is cubic with a side length of 32.5 Å
and contains 254 classical THF solvent molecules33 and one NaK+

solute. The solute’s nuclear components (Na+ and K+ cations) are
treated classically using pair-wise Lennard-Jones and Coulomb
interactions.34 The NaK+ bonding electron is treated fully quantum
mechanically, with interactions described by pseudopotentials
previously developed using the Phillips–Kleinman formalism.35,36

The bonding electron’s wavefunction is treated on a 64 × 64 × 64
grid. Gas-phase photodissociation trajectories were generated with
a similar computational setup, except without the 254 THF solvent
molecules. Simulations of single ions in the 254 THF solvents
were simulated fully classically, and simulations of single quantum
mechanical Na and K atoms in the 254 THF solvent molecules had
their valence electron treated on a 32 × 32 × 32 grid to ensure the
same grid density as in the NaK+ trajectories. The single ion/atom
systems were allowed to propagate for at least 100 ps at ∼298 K.23

To generate equilibrium trajectories and thus calculate PMFs for
the NaK+ system, we followed a similar method, using umbrella
sampling to collect about 40-ps worth of dynamics at various fixed
Na–K bond distances on the lowest excited electronic state.37

We generated initial configurations for 20 non-equilibrium
MQC MD NaK+/THF excited-state trajectories by starting with
ground-state equilibrium simulations run in the (N, V , T) ensemble
at 298 K. We extracted uncorrelated (≥1-ps separation) configura-
tions, while the ground-state NaK+ molecule was restrained to be
coordinated by four THFs on the Na side and five THFs on the K
side (chosen to ensure that our simulations did not mix coordina-
tion states with different molecular identities)11,23 and then instantly
placed the bonding electron onto the first excited electronic state
while removing constraints on the solvent coordination number.
These non-equilibrium excited-state trajectories were then allowed
to propagate for at least 5 ps in the (N, V , E) ensemble. We only
analyzed non-equilibrium data while the NaK+ bond distance was
≤8 Å to minimize finite-size effects, consistent with our previous
work.23 Additional simulation details are given in the supplementary
material.
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The key outcome of the NaK+ photodissociation reaction that
we wish to study is the reaction products: whether or not the
bonding electron ends up associated with the Na+ or K+ photoprod-
uct after the bond is broken. This makes the difference in charge
between the Na and K photofragments a convenient order parameter
for understanding the outcome of the reaction.

To proceed, we define the charge on each ion as the spher-
ically integrated bonding electron density within a radial cut-off
distance from its nucleus. To determine this distance, we used
uncorrelated equilibrium configurations of isolated neutral Na and
K atoms in liquid THF to obtain the pair distribution function,
g(r), between the atoms and the THF center of masses (COMs) (as
shown in the supplementary material). We performed similar cal-
culations to obtain g(r)’s for isolated Na+ and K+ ions in liquid
THF (also included in the supplementary material). Since the typ-
ical distribution of THF molecules around Na+ and K+ during the
photodissociation process is in between that of the neutral atom and
charged ion, we averaged the respective g(r)’s, obtaining the results
shown in Fig. 2. We then chose the distance of the g(r) maxima
as the cut-off distance over which to integrate the bonding electron
charge, as indicated by the arrows at 3.5 Å for Na and 3.9 Å for K.

We also performed our analyses using two other sets of cut-
off distances as well as a planar cut-off at the bond midpoint (as
described in the supplementary material) but found that the spe-
cific choice of cutoff did not qualitatively change any of our results
or conclusions. We note that by defining the charge associated with
each ion as that integrated over a finite-size sphere, the sum of the
charges on the two ions will not necessarily add to one (both because
of charge density outside the spheres as well as charge density that
appears in both spheres when they overlap, as also discussed in the
supplementary material). The cut-off distances we chose (3.5 Å for
Na and 3.9 Å for K) for the data presented here produce the smallest
amount of overlap compared to the other spherical cut-off distances

FIG. 2. Solvent-atom radial distribution functions (RDFs), averaged over both the
neutral atoms and the bare ions, for THF center of mass (COM) around Na (blue
curve) and K (pink curve). We used these RDFs to define the fractional charge
associated with each ion as the integrated amount of charge density of the shared
bonding electron inside the most probable distance between the THF COM and the
ion, as indicated by the arrows (3.5 Å cut-off radius around Na and 3.9 Å cut-off
radius around K).

explored in the supplementary material (Figs. S3 and S4). Using
these cut-off distances, we monitor the charge difference between
Na and K to examine how the different possible reaction products
develop during bond dissociation.

III. RESULTS AND DISCUSSION
Figure 3 shows the fraction of the NaK+ bonding electron’s

charge density on each atom (Na in blue, K in pink), defined as
in Sec. II, as the bond distance between Na and K increases in the
lowest electronic excited state. Since the ground-state NaK+ equilib-
rium bond distance in the solution phase is different from that in the
gas phase,11,23,32 the Franck–Condon excitations start the gas-phase
[panel (a)] and solution-phase [panel (c)] trajectories at different

FIG. 3. Fraction of the bonding electron charge on Na (blue) and K (pink) on the
lowest electronic excited state of NaK+ in different environments. In the gas phase
[dashed curves, panel (a)], the charge gradually localizes on K in the excited state
as the bond lengthens because K has a lower electron affinity. In THF solution
at equilibrium, the charge flow depends on the bond distance [panel (b)]: the
charge first moves toward K as the bond reaches ∼6 Å and then becomes more
evenly shared as the bond distance approaches the PMF curve-crossing regime at
∼9 Å separation.23 During the non-equilibrium, dynamical dissociation process in
liquid THF, however, the charge prefers to reside on the Na fragment at all bond
distances [panel (c)]. This is due to memory of the initial ground-state solvent con-
figuration upon excitation, as there is insufficient time for solvent motions to come
to equilibrium. The blue and pink curves in panels [(b) and (c)] are fitted trend lines
to guide the eye, with parameters given in the supplementary material.
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distances. The solution-phase equilibrium [panel (b)] charge separa-
tions are produced from excited-state umbrella sampling trajectories
with the Na–K bond distance restrained, thus allowing us to access
internuclear distances as low as 4 Å.

Upon photoexcitation in the gas phase [panel (a)], the bond-
ing electron gradually localizes on the potassium fragment as the
bond distance increases. If we perform the same NaK+ excited-state
dissociation in THF solution at equilibrium [panel (b)], we observe
that at bond distances near the Franck–Condon region, equilibrium
solvent fluctuations push electron density toward the K+, confirm-
ing the Na+ + K0 character predicted in our previous work.23 As
the bond separation approaches the PMF crossing regime near 9 Å
(cf. Fig. 1), the bonding electron becomes split approximately evenly
between the two fragment cations due to the strong mixing of the
ground and excited-state free energy surfaces.23

However, when NaK+ is photoexcited in liquid THF, the dis-
sociation time scale is faster than the THF equilibration time. This
means that the solvent molecules do not have time to reach their
equilibrium configurations as the NaK+ molecule separates so that
memory of the initial ground-state solvent configuration is retained
as the dissociation process proceeds. Figure 3(c) shows that the
ground-state configuration in the Franck–Condon region has more
electron charge density on the Na, a result of the greater electron
affinity of Na. As a result, following photoexcitation, the shared elec-
tron remains primarily associated with the Na photofragment when
the dissociation is performed dynamically in solution.

Comparing Figs. 3(b) and 3(c), we see that in the presence of
liquid THF solvent molecules, the dynamics and even the products
of the non-equilibrium photodissociation of NaK+ are qualitatively
different from what is expected if the solvent were able to maintain
equilibrium throughout the bond-breaking process. This indicates
that when studying solution-phase reactions, using the equilibrium
PMF does not always accurately reflect the dynamical environment.
Thus, unlike in the gas phase, where photodissociation reactions
follow the dynamics predicted by PESs, one cannot necessarily use
PMFs to predict dynamics in solution. This idea is supported by our
previous work, which showed that potentials of mean force also do
not capture other non-equilibrium phenomena, such as caging or
the kinetic trapping of photofragments, due to local specific solvent
interactions.10

Given that PMFs fail to describe even simple photodissociation
reactions in solutions, we turn next to building a microscopic under-
standing of precisely how the non-equilibrium dynamics differ from
those at equilibrium. We begin by examining the dynamical behav-
ior of individual non-equilibrium photodissociation trajectories of
NaK+ in THF. We start by calculating the averages and standard
deviations of the difference in the amount of charge on Na and K
at each timestep, ⟨qNa(t) − qK(t)⟩, for each of the 20 dissociation
trajectories. We then assign a trajectory as having the bonding elec-
tron associated with Na or K if the confidence interval of 80% of the
standard deviation of ⟨qNa(t) − qK(t)⟩ is entirely above or below 0,
respectively. We classify trajectories where a 0 charge difference falls
within this 80% confidence interval as fluctuating.

As an example of how our classification procedure works,
Fig. 4(a) shows the fraction of the bonding electron associated with
each ion for non-equilibrium photodissociation trajectory No. 8. We
calculated qNa − qK at every time step and tabulated the mean and
80% of the standard deviation in Fig. 4(b) under trajectory No. 8;

FIG. 4. Schematic of how the average difference in the amount of charge of the
bonding electron on Na and on K is used to classify non-equilibrium photodisso-
ciation trajectories of NaK+ in liquid THF. Panel (a) shows the difference in the
instantaneous charge fractions on each atomic fragment for a particular trajectory
(No. 8); for this example, the average charge difference favors Na by 0.145, with
80% of the standard deviation of 0.089. Panel (b) displays the averages (data
points) and 80% of the standard deviation confidence intervals (error bars) for
each of the 20 non-equilibrium trajectories. Trajectories in which the bonding elec-
tron mainly associates with Na are drawn with blue circles (5/20), those mainly
associated with K are drawn with pink squares (4/20), and those that fluctuate
between Na and K are drawn with green crosses (11/20).

since the average and confidence interval are entirely above 0, we
then classify this trajectory as having the electron associated with Na.
We also explored using different trajectory classification criteria, as
discussed in the supplementary material, but found that although the
precise numbers of trajectories in each class changed slightly, there
was no qualitative difference in any of our subsequent analyses.

With this classification scheme, we find that the different
trajectories in our non-equilibrium ensemble each show different
directions of charge flow, with only a subset resembling the PMF
prediction. Specifically, we observe three different non-equilibrium
sub-ensembles: one where the bonding electron charge mainly asso-
ciates with the Na fragment (5/20 trajectories, including trajectory
No. 8), one where the charge mainly associates with the K frag-
ment (4/20 trajectories), and one where the charge fluctuates roughly
evenly between Na and K (the remaining 11/20 trajectories). The
color scheme in Fig. 4(b) (blue circles for Na, pink squares for K, and
green crosses for fluctuating) shows the classification of each trajec-
tory into these three different non-equilibrium sub-ensembles. The
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bonding electron in the fluctuating trajectories has a slight prefer-
ence to associate with Na, on average, explaining the net association
with Na for the entire non-equilibrium ensemble seen in Fig. 3(c).

We compare the fraction of bonding electron’s charge on each
ion as the Na+–K+ bond distance increases for the three sub-
ensembles in Figs. 5(a), 5(c), and 5(e). When we take configurations
from the trajectories that we label as “associated with Na,” we see
that the majority of the charge is near the Na fragment at all bond
distances [Fig. 5(a)] and that the four “associated with K” trajecto-
ries have the bonding electron’s charge mainly on K [Fig. 5(c)]. It is
worth noting that the associated with Na and associated with K sub-
ensembles both behave differently than the gas-phase prediction,
where the bonding electron localizes on K by 8 Å [Fig. 3(a)]. The
associated with Na and K sub-ensembles also differ from the predic-
tions at equilibrium in the solution phase, in which the electron is
more evenly shared between Na and K [Fig. 3(b)].

For all of our non-equilibrium trajectories, we find that the
electron’s charge becomes more evenly shared as the bond length
approaches 8 Å, near where the PMFs in Fig. 1 cross, suggesting that

FIG. 5. Panels (a), (c), and (e) show the fraction of the bonding electron’s charge
on Na and on K as the Na–K bond distance increases during photodissociation for
each of the three non-equilibrium sub-ensembles defined in Fig. 4(b). Panels (b),
(d), and (f) show representative snapshots of the bonding electron’s wavefunction
for Na–K distances of 6 Å for each of the three non-equilibrium sub-ensembles. At
shorter bond distances, before the solvent has had time to come to equilibrium, the
sub-ensembles show qualitatively different trends compared to both the gas-phase
and solution-phase equilibrium predictions in Fig. 3. Near the 8 Å bond distance
limit, the charge separations begin to approach the equilibrium prediction, as the
solvent has had more time to relax.

by the time the molecule is largely dissociated, the solvent is starting
to approach equilibrium.

To get a better sense of the dissociation time scale, we show
the average non-equilibrium Na–K bond distance (and the stan-
dard deviation as the error bars) at different times after promotion
to the excited state for the three different sub-ensembles in Fig. 6.
The rate of change in bond distance is similar for the associated
with K and fluctuation sub-ensembles but decreases over time for
the sub-ensemble of trajectories in which the charge is more associ-
ated with Na. Specifically, it takes about 2–2.5 ps for the associated
with K and fluctuating sub-ensemble to reach 8 Å bond distance,
while it takes roughly 3–3.5 ps for the Na sub-ensemble to reach
this same distance. The longer time to approach the equilibrium
prediction for the associated with Na sub-ensemble makes sense
since this outcome is kinetically the farthest from the equilibrium
prediction.

To better understand the local environment of the bond-
ing electron in each of the three non-equilibrium sub-ensembles,
Figs. 5(b), 5(d), and 5(f) display representative snapshots of the
bonding electron wavefunction following photoexcitation of NaK+

in liquid THF once the Na–K bond distance has reached 6 Å. For
clarity, the first-shell THF molecules are colored solid, while the
other THF molecules are transparent, and the wavefunction phases
that are closer to Na are colored blue and those closer to K are col-
ored pink (it is worth noting that the wavefunction phase colors do
not precisely correspond to the integrated charge density). In panel
B, the two lobes of the wavefunction are similar in size, but since one

FIG. 6. Average Na–K bond distance during the non-equilibrium photodissocia-
tion of NaK+ as a function of time, color-coded by the different sub-ensembles
defined in Fig. 4. In the associated with K (pink curve) and fluctuating (green
curve) sub-ensembles, the rate of the Na–K bond distance increase is roughly
constant up to ∼4 ps. However, in the associated with Na sub-ensemble (blue
curve), the rate of change in bond distance decreases with time, particularly after
∼2 ps. The shaded regions show the standard deviation of the distances averaged
over the trajectories in each sub-ensemble.
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lobe is on the far side of the Na atom from the K atom while the other
lobe lies between the two atoms (albeit closer to K), the integrated
charge lies more heavily on Na. In panel D, the wavefunction lobe
closer to K is significantly larger than that closer to Na, resulting in a
greater fraction of the bonding electron on K. In the fluctuating tra-
jectories, panel F, the two lobes are similar in size and about equally
distributed between the two ions.

We have argued in previous work that the way an electron
distributes itself near a cation in liquid THF depends on the num-
ber of THF molecules involved in making dative bonds to the
cation.23,38–40 This suggests that the different behaviors seen in the
different non-equilibrium sub-ensembles might result from changes
in the coordination of THFs to the cationic fragments formed as the
NaK+ molecule dissociates.

Thus, we examine the effects of solvent coordination on the
bonding electron charge flow in Fig. 7; we define a THF molecule as
being in a dative bond with one of the cation cores using a distance-
based criterion, as in previous work.11,12,23,32 The average Na+ and
K+ coordination numbers for the solution-phase excited-state equi-
librium system are presented with dashed curves (same in all three
panels for reference). The data show that when the solvent molecules
have sufficient time to equilibrate, the number of THFs coordinated
to Na+ increases from around 4 in the Franck–Condon region to
∼5.5 when the bond is stretched to ∼8 Å, while the number of THFs
coordinated to K+ increases from ∼5 to near 6 over this same range
of bond lengths. We note that the typical time scale for fluctuations
in the dative bond coordination number is of order 1 ps, as discussed
in more detail in the supplementary material.

In the associated with Na sub-ensemble [Fig. 7(a)], neither the
K+ nor the Na+ coordination numbers follow the equilibrium pre-
dictions, with the coordination of Na+ deviating more significantly.
This suggests that in this sub-ensemble, the solvent fluctuations
around both ions take place on time scales longer than the bond
dissociation, and these trajectories retain memory of their initial
configuration upon excitation; in other words, the solvents remain
oriented to favor having the bonding electron associated with Na.

In contrast, in the associated with K sub-ensemble [Fig. 7(b)],
the sodium coordination number eventually increases enough to
reach its equilibrium prediction at distances longer than ∼7 Å, while
the potassium coordination number follows similar dynamics as in
the Na sub-ensemble. As a result, the additional THF near Na pushes
the bonding electron density closer to K [cf. Fig. 5(d)], leading to
more integrated charge on K. In addition, the equilibrium prediction
is that when the bond distance is ∼5 Å, an additional THF is coor-
dinated to the Na+ [panel (b) blue dashed curve], which keeps the
charge more evenly split between the two ions. However, during the
dynamical process, this additional THF does not coordinate to the
Na+ until the bond distance reaches 7 Å [panel (b), blue error bars],
which takes about 1 ps after photodissociation (cf. Fig. 6). This delay
leads to a different behavior compared to equilibrium predictions.

Finally, in the fluctuating sub-ensemble [Fig. 7(c)], the sodium
coordination number remains around 4–4.5 THFs, while the potas-
sium coordination number closely follows the equilibrium predic-
tion. Although there is a slight increase in average THF coordination
number around sodium near 7 Å bond distance, the increase is
not as significant as it is in the K sub-ensemble around the same
distance. In addition, the Na+ coordination number later drifts
down again without ever reaching the equilibrium prediction. The

FIG. 7. Number of THF molecules datively coordinated to Na (blue) and K (pink)
during non-equilibrium NaK+ dissociation (data points with error bars) and at equi-
librium on the electronic excited state (dashed curves, same in all three panels)
as a function of Na–K bond distance; the three panels show the data for the three
non-equilibrium sub-ensembles defined in Fig. 4(b). The associated with Na sub-
ensemble has neither ion’s coordination number match the equilibrium prediction
[panel (a)], while in the associated with K sub-ensemble [panel (b)], the Na coor-
dination number reaches its equilibrium value, pushing more electron density onto
K. Finally, the fluctuating trajectories [panel (c)] have a K coordination number that
closely matches equilibrium but a Na coordination number that is much lower.

solvent coordination around potassium, however, is similar to the
equilibrium prediction from the beginning of the dissociation pro-
cess. Figure S10 in the supplementary material displays the persis-
tence of THF coordination (coordination number autocorrelation
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function) around each ion at the Franck–Condon bond distance
region. Even though the Na+ and K+ coordination number fluc-
tuations are both of order 1 ps, the sodium coordination number
still plays a more important role as to whether the final dissoci-
ation product is able to follow the equilibrium prediction, likely
because the Na+-THF dative bond is about five times stronger than
the K+-THF dative bond.23

None of the sub-ensembles displays a dynamical coordination
number resembling the equilibrium prediction for both ions, further
emphasizing that the dissociation time scale is shorter than the sol-
vent relaxation time. Thus, relying on the equilibrium PMFs cannot
accurately describe the dynamics of solution-phase bond-breaking
reactions, such as this one. We note that in addition to the num-
ber of first-shell solvents, the orientations of these first-shell THF
molecules also play a minor role in creating a more favorable envi-
ronment for the electron to be associated with either ion, and this
analysis is included in the supplementary material.

There are two possible general factors that could be responsible
for the fact that the equilibrium PMFs do not adequately describe the
dynamical bond dissociation. First, of necessity, the PMF assumes
that the solvent has had infinite time to equilibrate with the solute
at each bond distance, but the solvent fluctuations may be memory-
dependent (in the sense of needing to be described by the generalized
Langevin equation).41 This means that the non-equilibrium velocity
of the dissociating fragments could cause them to experience a dif-
ferent local effective solvent friction than if the fragments were not
moving. Second, the presence of the solvent causes mixing of the
solute’s (gas-phase) electronic surfaces, as is evident from the fact
that the gas-phase surfaces do not cross while the PMFs do cross
near 9 Å. The extent of this solvent-induced mixing could be differ-
ent between the non-equilibrium system and that at equilibrium so
that the effective potential energy surface is different.

As a preliminary exploration of how each of these potential
reasons contributes to the failure of the PMF to describe solution-
phase bond-breaking dynamics, we investigate the equilibrium and
non-equilibrium solvent-induced coupling between the ground- and
excited-state energy surfaces (see Fig. S12 and the correspond-
ing discussion in the supplementary material). We accomplish this
by constructing an effective non-equilibrium energy surface based
on Jarzynski’s time integral of work formalism,42 similar to what
we have used in previous work,10 and then back-calculating the
coupling between the different solution-phase energy surfaces and
those in the gas phase. We find that the difference between the
bond-distance-dependent coupling matrix elements during non-
equilibrium dissociation and at equilibrium is relatively small. This
strongly suggests that dynamical solvent memory effects are impor-
tant in explaining why the equilibrium PMF is unable to correctly
predict the non-equilibrium dynamics.

IV. CONCLUSIONS
In summary, we have shown that for bond-breaking reactions

in solution, non-equilibrium dynamics can be qualitatively differ-
ent from equilibrium, since the reactants can retain memory of their
initial solvent configuration for a longer period of time than it takes
to dissociate. We showed that upon photoexcitation of ground-state
NaK+ in liquid THF, the solvent does not have enough time to
relax to its equilibrium geometry. As a result, the excited NaK+

molecule retains memory of its ground-state configuration, causing
the bonding electron to remain more associated with Na, which is
the opposite outcome of what would be predicted by the equilibrium
PMFs. We argued that solute velocity-dependent solvent memory
effects are an important factor in explaining the difference between
equilibrium and non-equilibrium dissociation dynamics.

In our detailed exploration of the dissociation dynamics, we
found that the non-equilibrium trajectories could be separated into
three distinct sub-categories, with about a quarter of the trajectories
having the bonding electron more associated with Na during the dis-
sociation process, another quarter with the charge more associated
with K, and about half with the charge generally evenly shared. These
sub-categories arise mainly due to differences in the first-shell THF
coordination number of the two ions during dissociation.

The net conclusion is that even though the solvent molecules
have relatively weak interactions with the photofragments, the sol-
vent is still unable to fully equilibrate during the dissociation process.
We note that in previous work studying a similar bond-breaking
reaction in liquid Ar, we found that for the PMF predictions to
provide a useful predictor of non-equilibrium dynamics, it was nec-
essary to shorten the time scale of solvent fluctuations by decreasing
the solvent mass by a factor of 20.10 The current study emphasizes
that even for molecular solvents that have local specific interac-
tions with solutes, solution-phase reactions still deviate from their
equilibrium predictions, reflecting the inherently complex nature of
chemical reactivity in liquids.

It makes sense, based on previous simulation work, that lin-
ear response predictions where non-equilibrium solvation dynamics
follow the equilibrium prediction are more inaccurate with smaller
solutes that are better able to “feel” the molecularity of the solvent.43

Simulation studies of PMF calculations for SN1 fragmentation also
concluded that the solvation structure greatly influences reaction
progress.44 Since we found that even solvents that have weak interac-
tions with solutes cannot fully equilibrate during bond dissociation,
we expect this effect to be more significant for reactions such as
SN1, where the solvent plays a direct role in stabilizing the inter-
mediate. Overall, PMF predictions rely on the assumption that
the solvent relaxation is fast enough that they remain equilibrated
as the reaction progresses. However, this is not the case for the
photodissociation of diatomics with relatively weak solute–solvent
specific interactions. This suggests that PMFs would be even less
accurate with reactions involving multiple sites, conformational
changes, or stronger solute–solvent interactions, which are all
common in solution-phase chemistry.

SUPPLEMENTARY MATERIAL

The supplementary material includes the g(r)’s for THF
around a single Na atom, a single K atom, a single Na ion, and
a single K atom, which were used in the averages presented in
Fig. 2; the fraction of the bonding electron on each ion for the
20 individual non-eqb trajectories; fitting parameters for the trend
curves in Figs. 3(b) and 3(c); an analysis of how things change
using alternative radius cutoffs for charge measurements; an anal-
ysis using alternative charge measurements that ensure a unity sum
of the fractional charge on each ion; an analysis using alternative
classifications of the three non-equilibrium ensembles; a discus-
sion of how the average bond distance changes with time for each
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non-equilibrium sub-ensemble; an analysis of the first-shell solvent
molecule orientations, and an analysis of the solvent coordination
number fluctuations. All of the trajectory data are available in a
Dryad repository (DOI: 10.5061/dryad.vhhmgqp63), including the
raw xyz trajectory files, the excited-state wavefunction cube files, and
the first-shell THF coordination numbers.
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