
peaks at 59.7 (epoxide 13C), 69.6 (13C-OH), and
129.3 (sp2 13C) parts per million (ppm) in Fig. 3A
are based on studies by Lerf et al. (23). We per-
formed additional analyses and confirmed that
these assignments are likely correct (21). The ob-
tained 1D spectrum shows similar features with
those reported in (23) except for the relatively
well-resolved minor peaks at 101, 169, and 193
ppm, which respectively yield only 12%, 15%,
and 4% of the integrated intensity of the 70-ppm
peak. The spectrum shows a considerably stronger
sp2 peak and a much weaker peak at 169 ppm
compared with that by Szabo et al. (22), although
the observed peak positions are similar. The peak
at 169 ppm was previously attributed to 13C=O
(22). The results imply that their sample was
subject to a higher level of oxidization than ours.

Because the natural abundance of 13C is only
1%, attaining sufficient sensitivity in a 2D spec-
trum, as shown in Fig. 3B, is extremely difficult
without the 13C-labeled samples. For example,
13C-13C bonds exist only at 0.01% abundance
without labeling; thus, obtaining an equivalent 2D
spectrum for an unlabeled sample would require
about 108 times as much time. The experiment in
Fig. 3B was performed with a finite-pulse radio
frequency–driven dipolar recoupling (fpRFDR)
mixing sequence (24). With the labeled sample
and a relatively short mixing time (1.6 ms), the
experiment permitted us to identify 13C-13C pairs
directly bonded or separated by two bonds. In Fig.
3B, there are several strong cross peaks. For ex-
ample, cross peaks were observed at the positions
(w1, w2) = (133 ppm, 70 ppm) and (130 ppm, 59
ppm) (green signals in Fig. 3B). These cross peaks
represent spin polarization transfer from sp2 car-
bons observed at ~130 ppm in w1, to C-OH and
epoxide groups,which appear at 70 ppmand59 ppm
in w2, respectively. Unlike previous studies, these
cross peaks directly present the connectivity be-
tween sp2 13C and 13C-OH, aswell as that between
sp2 and epoxide 13C through spin-spin dipolar
couplings. The cross peak intensities are about
10%, compared with the diagonal signals, which
represent signals for 13C spins that had the same
NMR frequencies in the two dimensions (w1 =w2).
The relatively strong intensities of the cross peaks
suggest that a large fraction of the sp2 13C atoms are
directly bonded to 13C-OH and/or epoxide 13C.

We also observed strong cross peaks between
13C-OH and 13C-epoxide (red signals). Again,
the data suggest that a large fraction of C-OH and
epoxide carbons are bonded to each other. The
blue cross peaks indicate that there are sp2 spe-
cies having slightly different chemical shifts and
that they are bonded with each other. Indeed, the
sp2 13C shifts for the cross peaks (green) are
slightly different for the cross peaks to C-OH
(133 ppm) and that to epoxide (130 ppm).

In the previous studies (23), the proximities of
the chemical groups were tentatively assigned
based on formation of the phenol group during the
deoxidization of GO. In contrast, the present
SSNMR data directly shows that these groups
are chemically bonded. For the minor species, we

found cross peaks only for the peak at 101 ppm
(orange box). There are no visible cross peaks for
the other minor components at 169 and 193 ppm,
despite these minor peaks having comparable in-
tensities to the 101-ppm peak. The results imply
that these minor components at 169 and 193 ppm,
which were previously attributed to the presence
of C=O (2, 22), are spatially separated from a
majority of the sp2, C-OH, and epoxide carbons.

Among six previously proposed models (22),
only two, the Lerf-Klinowski model (23) and the
Dékány model (22), present such a network. The
model proposed by Dékány et al. may be correct
for their more highly oxidized compound, because
that structural model seems to call for a consider-
ably higher level of oxidization to complete the mod-
ification of an sp2 network into a network of linked
cyclohexanes. Further studies would be needed to
define all of the structural details of the system.

Chemically modified graphenes that will be
of importance in a variety of new materials can
now be 13C-labeled and more effectively studied
by SSNMR. High-quality 13C-labeled graphite
should find use for fundamental property mea-
surements, including of 13C-labeled graphene.
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Linear Response Breakdown
in Solvation Dynamics Induced by
Atomic Electron-Transfer Reactions
Arthur E. Bragg, Molly C. Cavanagh, Benjamin J. Schwartz*

The linear response (LR) approximation, which predicts identical relaxation rates from all
nonequilibrium initial conditions that relax to the same equilibrium state, underlies dominant models
of how solvation influences chemical reactivity. We experimentally tested the validity of LR for the
solvation that accompanies partial electron transfer to and from a monatomic solute in solution. We
photochemically prepared the species with stoichiometry Na0 in liquid tetrahydrofuran by both adding
an electron to Na+ and removing an electron from Na−. Because atoms lack nuclear degrees of
freedom, ultrafast changes in the Na0 absorption spectrum reflected the solvation that began from our
two initial nonequilibrium conditions. We found that the solvation of Na0 occurs more rapidly from Na+

than Na−, constituting a breakdown of LR. This indicates that Marcus theory would fail to describe
electron-transfer processes for this and related chemical systems.

Solvent-solute interactions play an integral
role in solution-phase chemical reactivity
and particularly in electron-transfer (ET)

reactions (1), in which solvation dynamics—the

response of the solvent to changes in solute size
and/or electronic charge distribution (2)—help
drive the motion of charge from donor to ac-
ceptor. Current theoretical understanding of how
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solvation dynamics influence chemical reactivity
[for example, through the Marcus theory of ET
(1)] is based largely on the idea of linear re-
sponse (LR) (3–6). If the Hamiltonian govern-
ing solute-solvent interactions is assumed to
change linearly with respect to a perturbation
that moves the system out of equilibrium, then
the relaxation of the perturbed nonequilibrated
state should be identical to the regression of the
spontaneous fluctuations of the system at equi-
librium; this assumption is commonly called the
LR approximation (3). In this work, we per-
formed an experimental test of LR in which we
investigated the solvation dynamics associated
with elementary steps that play a role in many
common chemical transformations, specifically
the spontaneous partial transfer of an electron to
and from an atomic solute in solution. We dem-
onstrate that the LR approximation fails to
underlie the solvation processes associated with
this particular atomic ET reaction, leading us to
predict that LR may break down more broadly
in solution-phase chemical dynamics than pre-
viously appreciated.

A convenient way to characterize the evo-
lution of solute-solvent interactions is to use the
framework of time correlation functions (TCFs).
At equilibrium, the evolution of solvent-solute
interactions can be quantified by Eq. 1

CðtÞ ¼ 〈dEðtÞdEð0Þ〉
〈dEð0Þ2〉 ð1Þ

which autocorrelates the fluctuations of the
solute-solvent interaction energy E about its
average value, dE(t) = E(t) − 〈E〉; the angled
brackets represent equilibrium ensemble aver-
ages. This TCF can be viewed as describing
the time scale of the intrinsic fluctuations of
an equilibrium solvent-solute system: if we ar-
tificially prepared a specific solvent-solute con-
figuration that could be reached via thermal
fluctuations at equilibrium, then C(t) would re-
flect the time dependence of the subsequent
relaxation away from this configuration. Within
the limit of LR, the nonequilibrium relaxation of
the solvent-solute interaction energy after per-
turbation of the system from equilibrium, S(t),
should match the TCF of the system at equi-
librium (3, 7, 8)

SðtÞ ¼ EðtÞ − Eð∞Þ
Eð0Þ − Eð∞Þ

≈ CðtÞ ð2Þ

where the overbars indicate nonequilibrium en-
semble averages. Although the LR approxi-
mation (Eq. 2) can be derived from statistical
mechanical perturbation theory {and thus is ap-
plicable when the perturbation to a system is
near thermal energies [Boltzmann’s constant

times the temperature (~kBT )] (3)}, it has
recently been shown that LR arises whenever
the fluctuations of a system are Gaussian, re-
gardless of the magnitude of the deviation from
equilibrium (5, 7, 8). It is these Gaussian sta-
tistics, in turn, that give rise to the familiar para-
bolic potentials along the generalized solvent
coordinate that lie at the foundation of the
Marcus theory of ET (1). Thus, when valid, the
LR approximation provides a useful means of
estimating and interpreting theoretically the time-
dependent relaxation that follows the preparation
of many (1, 3–5, 8), but not all (6, 7, 9), highly
perturbed solvent-solute configurations.

How can we test the validity of LR exper-
imentally, particularly for the solvation dy-
namics tied to chemical reactivity? To test LR
directly, we must not only track the dynamics
of quantity associated with the time-evolving
solute-solvent interaction as the system relaxes
from a well-defined nonequilibrium configura-
tion [S(t)], but also measure the solvent-solute
fluctuations at equilibrium [C(t)]. Unfortunately,
the equilibrium TCF is difficult to access, al-
though a recently developed approach that mea-

sures the difference in solvent spectral density
after the photoexcitation of a probe solute shows
great promise toward making this direct compar-
ison (10). Here, we describe an alternative ap-
proach to assess the LR approximation: We
compare the relaxation dynamics that begin from
two different well-defined nonequilibrium con-
figurations but end in the same final equilibrium
state. If LR holds, then the time dependence of
the solvent-solute relaxation from both nonequi-
librium states should be identical to the equilib-
rium TCF. If the two nonequilibrium configurations
relax on different time scales, as we discuss be-
low, then the LR prediction must fail to describe
one or both of the relaxation pathways.

Although our approach should apply to any
solute-solvent system, we have chosen to sur-
vey the relaxation of atoms in solution because
these solutes lack internal nuclear degrees of free-
dom. Thus, unlike the large molecular chromo-
phores that are typically used as solvation probes,
the atomic relaxation dynamics that we observe
directly reflect the motions of the surrounding
solvent and are unobscured by competing intra-
molecular processes (11). Specifically, we ex-
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Fig. 1. (A to C) Illustra-
tion of how LR can be
tested by examining the
dynamic solvation of the
same solute prepared from
two different well-defined
initial conditions. (A) Sche-
matic depiction of the lo-
cal solvent reconfiguration
required to solvate the
nonequilibrium (Na+, e−)
TCP (green circles labeled
0) prepared after both
electron detachment from
Na− (right, blue circle with
minus sign) and electron
attachment to Na+ (left,
red circle with plus sign).
In both cases, the solvent
must relax to accommo-
date changes in solute
size and charge that result
from partial ET reactions.
(B) Another representation
of the two solvent relaxa-
tion pathways shown in
(A), presented using the
picture derived from the
Marcus theory of ET. (C)
A schematic presentation
of the time dependence
of the two nonequilib-
rium solvent relaxation
processes shown in (A)
and (B); the ordinate in both (B) and (C) is the solute-solvent interaction energy. (D) The steady-
state equilibrium spectra of the chemical species examined in this work: the absorption spectra of the
equilibrated THF-solvated (Na+, e−) TCP [green solid curve (18)]; the THF-solvated electron [e−THF,
purple dashed curve (19)]; the THF-solvated Na− [blue dashed curve (23)]; and the CTTS transition of
the Na+-I− ion pair in THF (red dash-dotted curve). We used both Na− and Na+-I− as precursors for the
photochemical production of nonequilibrium (Na+, e−) TCPs in liquid THF via electron detachment and
attachment, respectively.
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amined the nonequilibrium relaxation of neutral
atomic sodium (Na0) in liquid tetrahydrofuran
(THF) that was prepared both by photoinduced
ET to sodium cations (Na+) and by electron
photodetachment from sodium anions (Na−, or
sodide). Figure 1A schematically illustrates the
solvent reconfiguration that occurs after each
of these photochemical preparations; Fig. 1B
presents this same relaxation in terms of the
picture derived from the Marcus theory of ET,
in which the relaxation of the solvent-solute
interaction energy, E, is expressed as a function
of a collective solvent coordinate; and Fig. 1C
illustrates the time-dependent solute-solvent
interaction energy as would be typically exam-
ined in a molecular dynamics (MD) simulation.
The red and blue curves in Fig. 1C reflect fluc-
tuations of the ion-solvent interactions about
their equilibrium average values before each
photochemical process. If we promptly add or
remove an electron to or from one of the ini-
tially equilibrated ions through photoinduced
ET (vertical black arrows in Fig. 1, A to C),
the solvent interaction energy associated with
the newly created neutral solute will be out-
side the range of the equilibrium fluctuations
[green curves labeled C(t) in Fig. 1, B and C],
because the initial solvent structure is equili-

brated for an ion and thus poorly accommodates
the neutral Na. The nearby solvent molecules
will then relax by both translating to accommo-
date the change in solute size and rotating so
that the solvent dipoles become favorably ori-
ented for the neutral Na. We label the nonequi-
librium relaxation of the neutral Na that begins
with the initial configuration characteristic of the
Na anion “S−(t)” (right side of Fig. 1, A to C),
and we label the relaxation that begins from the
initial configuration associated with the Na cation
“S+(t)” (left side of Fig. 1, A to C). If LR holds,
then we expect S+(t) = S−(t) because both should
be equal to C(t).

Atomic Na in THF is a convenient system
for testing the LR approximation through this
approach for several reasons. The precursors
we used to create neutral Na photochemically
(Na− and the Na+-I− ion pair) are stable in liquid
THF. In addition, the solvent structure and the
nature of the delocalized solvent-supported elec-
tronic states of liquid THF (12, 13) allow us to
rapidly shuttle electrons to and from these ion
precursors via photoinduced ET (14, 15). Final-
ly, the spectrum of atomic Na in THF is highly
sensitive to the nature of the local solvent en-
vironment (16) and spans visible and near-
infrared wavelengths (Fig. 1D, green solid curve),

so we can easily track the solvation dynamics that
follow each photochemical preparation, using
transient absorption spectroscopy.

The extraordinary sensitivity of the Na atom's
absorption spectrum to the local solvent environ-
ment arises from the chemical nature of Na in
THF: Rather than a solvated atom, the equili-
brated neutral Na solute in THF is better thought
of as a (Na+, e−) tight-contact pair (TCP), in which
the electron has substantial interactions with
the solvent as well as a partial-valence interac-
tion with the Na cation core (16, 17). The steady-
state absorption spectrum of the (Na+, e−) TCP
peaks at 870 nm [Fig. 1D, green solid curve
(18)], a wavelength that lies between the nar-
row gas-phase Na D line (peaking at 590 nm)
and the broad absorption of the THF-solvated
electron, e−THF [Fig. 1D, purple dotted curve,
peaking at 2160 nm (19)], reflecting the fact that
the chemical nature of this solute lies between
the extremes of pure cation-electron and solvent-
electron interactions. As a result, the TCP is formed
from either a solvent-separated Na+ + e−THF pair
or a weakly solvated, gas-phase–like Na0 atom
by partial transfer of an electron toward or away
from the Na+ core, respectively

ðNaþ⋯e−Þ→partial ET ðNaþ, e−Þ←partial ET Na0 ð3Þ

In our experiments, we used two different
photoinduced ET processes (Fig. 1, A to C) to
create the species on both the left and right of
Eq. 3 and then track the solvation dynamics
associated with the spontaneous partial ET reac-
tions that generate (Na+, e−) as a result of the
subsequent solvent-solute relaxation.

The THF-solvated (Na+, e−) TCP can be gen-
erated readily from its consituent parts, Na+ and
e− (left side of Eq. 3) (18), but under most con-
ditions it is challenging to measure the dynamic
solvation of a solute produced through electron
attachment, because the rate of attachment is
generally limited by the mutual diffusion of the
reactants. However, by taking advantage of the
relatively strong ion-pair interactions that exist
in weakly polar solvents such as THF, we can
locate an electron-donating chromophore (here,
iodide) close to the Na cation and thus photo-
initiate prompt electron attachment. In previous
work, we showed that electrons generated through
charge-transfer–to–solvent (CTTS) excitation
of counterion-free iodide in THF were ejected
~6 nm away from the iodine core (20), but that
the presence of nearby Na+ collapses the CTTS-
electron ejection distribution within ~2 nm of
the cation, so that >50% of the electrons attach
to Na+ to form (Na+, e−) TCPs within 2 ps (21).
Consequently, the Na+-I− ion pair in THF pro-
vides an ideal precursor to create our (Na+, e−)
TCP solvation probe from its constituent parts
via excitation of the Na+-I− CTTS band (Fig.
1D, red dot-dashed curve) and to subsequently
probe in detail the ultrafast solvation dynamics
associated with electron attachment, S+(t).

Fig. 2. Ultrafast transient
absorption dynamics after
the 263-nm CTTS excita-
tion of Na+-I− in liquid
THF. (A) Spectral reconstruc-
tion (SOM text) showing
the dynamics of Na+-e−

attachment to form the
(Na+, e−) TCP; the symbols
represent the data, which
are connected with colored
lines to guide the eye (the
large linear region near
800 nm results from diffi-
culty in probing near the
laser fundamental with
our transient absorption
setup; error bars represent
95% confidence limits of
measurements). The fact
that the early-time data
do not match the equilib-
rium spectrum of e−THF
(shown as the long-dashed
black curves that have been
scaled for ease of compar-
ison to the data at 1.5 and
12 ps) near ~1700 nm in-
dicates that some of the
CTTS-generated electrons
rapidly attach to Na+ to
form Na cation-electron
LCPs. The short-dashed black curve shows the equilibrium (Na+, e−) TCP spectrum for reference. (B) Spectral
dynamics associated with the (Na+, e−) TCP created after electron attachment [colored lines, as in (A)]; the
spectrum of this species has been isolated by subtracting the contributions of e−THF and (Na+… e−)LCP (SOM
text). The data show that after the LCP → TCP partial ET reaction, dynamic solvation results in a spectral
blue shift of the nonequilibrium TCP absorption that occurs on a ~5-ps time scale. Different wavelength
scales are used in (A) and (B).
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Figure 2A presents the temporal evolution of
the transient absorption that follows the 263-nm
CTTS excitation of 20-mM NaI in THF [see the
supporting online material (SOM) text for
details (22)]. The data show that CTTS
excitation rapidly induces an absorption in the
1200- to 2300-nm spectral region. This absorp-
tion then decays over the course of 200 to 300 ps
concurrently with the appearance of a new
absorption band in the 480- to 900-nm region.
The absorption dynamics at intermediate wave-
lengths (900 to 1200 nm) evolve with more
complexity, although a quasi-isosbestic point
appears near 1130 nm. To first order, these spectral
dynamics reflect the disappearance of CTTS-
generated THF-solvated electrons (e−THF) as
they diffusively attach to nearby Na+ in solu-
tion to form the (Na+, e−) TCP (21).

A closer examination of Fig. 2A, however,
reveals that the spectrum measured between
1200 and 2300 nm immediately after CTTS ex-
citation of NaI (at 1.5 ps, pink trace) does not
match that of the equilibrated THF-solvated elec-
tron (scaled and plotted as long-dashed curves).
We have observed a similar spectrum (that is,
slightly blue-shifted relative to the spectrum of
e−THF) after the CTTS excitation of tetrabutyl-
ammonium iodide (t−BA+-I−) in THF (21), and
we determined that the weak ion-pair interac-
tions between I− and t-BA+ promote the forma-

tion of a loose cation-electron contact pair (LCP).
The LCP is characterized by a weak Coulombic
cation-electron attraction (not the stronger partial
valence interactions that define the TCP), and its
spectrum can be thought of as arising from a
Stark shift of the e−THF absorption induced by
the presence of the nearby cation. For the Na+-I−

system studied here, the spectrum between 1200
and 2300 nm (Fig. 2A) rapididly decays in in-
tensity over the initial few picoseconds as TCPs
are formed, with the remaining feature matching
the shape of the e−THF spectrum by ~12 ps (light
green trace). Thus, the data in Fig. 2A demon-
strate the transient formation of a sizeable Na+-e−

LCP population after CTTS excitation of Na+-I−

in THF (21, 22)

I− þ Naþ→
hn, CTTS

Iþ ðNaþ⋯e−ÞLCP ð
e
60%Þ

or Iþ Naþ þ e−THF ð
e
40%Þ ð4aÞ

ðNaþ⋯e−ÞLCP→
partial ET

2:3 ps
ðNaþ, e−Þ*→SþðtÞ

ðNaþ, e−Þ ð4bÞ

Naþþ e−THF→
diffuse

63 ps
ðNaþ⋯e−ÞLCP→

via eq: 4b
→

ðNaþ, e−Þ ð4cÞ

(Na+, e−)* denotes a nonequilibrated TCP solute,
and I is a spectator in Eqs. 4b and 4c [(SOM text)
(22)]. As a result, CTTS excitation of NaI allows
us to rapidly create a population of LCPs, which
then spontaneously convert to a nonequilibrium
(Na+, e−)* TCP population via partial ET to Na+.

We can isolate the spectral evolution asso-
ciated with TCP solvation by subtracting the spec-
tral contributions from the LCP and e−THF [the
latter formed in ~40% yield after CTTS ejection
from iodide to locations far from a Na+ cation
(Eq. 4a)], and by normalizing for TCP popula-
tion kinetics, as plotted in Fig. 2B [(SOM text)
(22)]. Although the first ~2 ps of the TCP
spectral dynamics are obscured by the LCP →
TCP interconversion process as well as by
experimental resolution effects (21), the data
clearly show that the initially produced (Na+, e−)*
species (at 1.9 ps) has a spectrum that is red-
shifted and slightly broadened relative to the
equilibrium absorption (black dashed curve). As
the solvent relaxes, the transient spectrum of the
TCP blue-shifts and narrows on a ~5-ps time
scale, with solvation complete by 10 ps.
Because the TCP solvation dynamics we
measured may be rate-limited by the LCP →
TCP reaction process (the first step of Eq. 4b),
this ~5-ps time scale represents an upper limit
for the decay of S+(t).

To examine the nonequilibrium solvation of
the same (Na+, e−) TCP solute from a different
initial solvent-solute configuration (Fig. 1, A to
C, right panels), we also created the TCP in a
solvent environment that initially accommodates
its corresponding anion, Na−. Like I−, Na− in liq-
uid THF has a strong CTTS transition [Fig. 1D,
blue dashed curve (23)], photoexcitation of which
leads to subpicosecond electron ejection and

Fig. 3. Spectrally re-
constructed ultrafast
transient absorption dy-
namics of the neutral
Na species created after
395-nm CTTS excitation
of Na− in liquid THF [(16)
and SOM text (22)]. (A)
Spectral dynamics (squares
connected by colored lines
to guide the eye; error
bars represent 95% confi-
dence limits of mea-
surements) associated
with the chemical conver-
sion of a weakly solvated
Na atom, characterized by
the split and broadened
Na D-line transition near
600 nm (0.38 ps), to be-
come the THF-solvated
(Na+, e−) TCP; the isosbestic
point near 720 nm indi-
cates that Na0 and (Na+, e−)
TCPs are chemically dis-
tinct species that inter-
convert via a spontaneous
partial ET reaction. (B)
Spectral dynamics asso-
ciated with the (Na+, e−)
TCP after electron detach-
ment (colored lines); the
spectral dynamics of this species have been isolated by subtracting the contribution from Na0 and have
been normalized to remove contributions from changes in TCP population [(16) and SOM text]. The data
demonstrate that after the Na0 → (Na+, e−) partial ET reaction, dynamic solvation results in a substantial
red shift of the nonequilibrium TCP absorption that occurs on a ~10-ps time scale.
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Fig. 4. Ultrafast spectral dynamics, probed at
1130 nm, of the (Na+, e−) TCP created after both
electron attachment via 263-nm CTTS excitation of
Na+-I− [circles, S+(t)] and electron detachment via
395-nm CTTS excitation of Na− [squares, S−(t)]. The
two spectral transients have been normalized at 2
ps and the detachment data have been inverted for
ease of comparison. To the extent that probing at a
single wavelength characterizes the entire solvent
response (26), the data show that solvation of the
nonequilibrium TCP occurs roughly twice as fast
after electron attachment than after electron de-
tachment (1/e time scales of 3.9 and 7.5 ps, re-
spectively), thus demonstrating a breakdown of LR.
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leaves behind a neutral atomic Na core. Because
of the cavities that are inherent in the structure
of liquid THF (12, 13), the distance to which the
CTTS-generated electrons are ejected from the
neutral Na core increases with increasing excita-
tion energy (24). Thus, by exciting the Na− CTTS
transition at 395 nm, we are able to move the
CTTS-generated electron far from the Na0 core,
so that the spectral dynamics we measure for Na0

are negligibly affected by the proximity of (or
possible recombination with) the CTTS-ejected
electron (16). The spectral dynamics associated
with the Na0 product generated via 395-nm ex-
citation of the Na− CTTS band, corrected for the
modest Na0-e−THF recombination that does take
place, are shown in Fig. 3 (16, 22).

The spectrum of the nascent neutral Na atom
measured immediately after electron photode-
tachment from Na− (at 0.38 ps) exhibits a broad,
intense absorption band that peaks between 600
and 650 nm. We (16) and others (25) have as-
signed this feature to the sodium D-line transition,
albeit broadened and split by the asymmetry of
the surrounding solvent cavity. The similarity
in the position of this band to that measured in
the gas phase reflects the weak interaction of
the nascent neutral atom with the surrounding
solvent; this is expected because the initial sol-
vent structure had accommodated equilibrated
Na−, which is much larger than the neutral Na
atom (Fig. 1A, right) (16). Figure 3A further
reveals that this initially produced D-line
absorption feature decays substantially over the
next ~2 ps and that the decay is accompanied by
a concomitant increase in spectral intensity at
longer wavelengths (>700 nm); a well-defined
isosbestic point at ~720 nm indicates that these
spectral changes result from a kinetic intercon-
version between two chemically distinct species.
Careful analysis of this spectral progression re-
veals that the neutral Na solute starts from a
state in which the 3s valence electron is bound
almost exclusively by the Na+ core but then un-
dergoes a spontaneous partial ET reaction on a
~730-fs time scale to produce a nonequilibrated
(Na+, e−)* TCP in which the electron is subject to
substantial interactions with the solvent (16)

Na−→
hn, CTTS

Na0 þ e−THF

Na0→
partial ET

730 fs
ðNaþ, e−Þ*→S−ðtÞ ðNaþ, e−Þ

After this partial ET from the nascent neutral
atom (which was produced via photoinduced
CTTS detachment from Na−), (Na+, e−)* relaxes
with the surrounding solvent to reach equilibri-
um, S−(t).

Figure 3B highlights the spectral evolution
of the TCP during the S−(t) relaxation, which
has been isolated by removing contributions from
the Na0 absorption at 600 nm and normalized for
its time-dependent population kinetics (16, 22).
The salvation induced evolution of the (Na+, e−)

spectrum occurs more slowly than the partial ET
reaction that forms this species from Na0. Figure
3B shows that the time-dependent TCP spectrum
red shifts (and broadens to maintain a constant
oscillator strength) as it relaxes to equilibrium.
The data show that this dynamic solvation pro-
cess takes place on a ~10-ps time scale and that
the S−(t) relaxation is not complete for at least
20 to 25 ps.

One way to approximately quantify the S+(t)
and S−(t) TCFs inherent to the data in Figs. 2B
and 3B is to compare the dynamics at a single
wavelength (26). Thus, in Fig. 4, we compare
the time-dependent TCP spectral dynamics at
1130 nm for both solvation processes. We chose
this wavelength for two reasons. First, 1130 nm
lies near the isosbestic point for the TCP and
LCP/e−THF absorption bands; thus, for the photo-
induced electron-attachment pathway, this wave-
length probes primarily TCP solvation and not
population dynamics, guaranteeing that the ki-
netic model we used to deconstruct our data does
not influence the S+(t) solvation response we de-
rive at this wavelength [(SOM text) (22)]. Sec-
ond, the long-time TCP solvation after electron
photodetachment is observed most cleanly at
this wavelength, because there is no interfer-
ence from Na− bleach and the e−THF absorption
contribution can be removed readily (16). To
directly compare the 1130-nm spectral dynam-
ics from the two pathways, we have inverted the
S−(t) response from the photodetachment path-
way, because the TCP spectral red shift results
in a delayed rise (rather than a decay) at this
wavelength (16). We also have normalized the
1130-nm spectral transients at 2 ps in order to
focus on the long-time solvation dynamics and
to exclude contributions from the faster ET in-
terconversion kinetics observed along both re-
laxation pathways. Figure 4 indeed illustrates
that, as estimated by the 1130-nm spectral dy-
namics, S+(t) decays roughly twice as fast as S−(t)
(1/e time scales of 3.9- and 7.5-ps, respectively).
Because we know that the S+(t) response is partly
rate-limited by the LCP → TCP conversion pro-
cess, whereas the S−(t) response occurs more
slowly than the Na0 → (Na+, e−) reaction time
scale, this difference in the two responses rep-
resents a lower limit.

Together, Figs. 2B, 3B, and 4 prove that LR
does not apply for the solvation dynamics that
accompany the creation of the (Na+, e−) TCP
through the two different partial ET reactions.
The S+(t) solvation response that follows the
creation of the TCP via partial ET from a LCP
[which was created via electron photoattachment
(Eq. 4)] starts from a solvent configuration that
was optimized to accommodate the small Na+,
prompting a blue shift of the TCP spectrum that
is complete within ~10 ps; this time scale is sim-
ilar to the solvent relaxation measured after the
excitation of a dye molecule in liquid THF (27).
In contrast, the S−(t) solvation response that fol-
lows the creation of the TCP via partial ET from
Na0 (Eq. 5) starts from a solvent configuration

that was optimized to accommodate the large
Na− anion, prompting a red shift of the TCP spec-
trum that is not complete for 20 to 25 ps. This
large difference in time scale in the solvation dy-
namics of the same species approaching equilib-
rium from two different initial configurations is a
clear indication that the LR approximation, which
predicts identical S+(t) and S−(t) responses, does
not describe the solvation dynamics that follow
these simple partial electron-transfer reactions.

Why should we observe this breakdown of
LR? Guided by results of MD simulations that
have demonstrated a failure of LR similar to
what we observed here (6), we believe that the
changes in solute size involved in these partial
charge-transfer reactions help promote the
breakdown of LR. These simulations revealed
that when the solute size decreases (as occurs
upon the removal of an electron), the rate of
the solvent response is essentially limited by
the translational diffusion of first-shell solvent
molecules into the void space left behind after
the solute shrinks. Thus, we expect LR to break
down in this case both because the initial sol-
vent configuration about the smaller solute is
never explored through equilibrium fluctuations
and because the corresponding diffusional sol-
vent motions that relax this configuration are
slower than those at equilibrium. In contrast, the
simulations also have shown that the solvent
response that accompanies a solute size increase
(as occurs upon the addition of an electron) is
driven rapidly by strong, short-ranged repulsive
interactions between the enlarged solute and the
first-shell solvent molecules. The fact that S−(t)
is substantially slower than S+(t) strongly sug-
gests that the relative changes in size of the ini-
tial Na0 and LCP as they become the TCP are
primarily responsible for the breakdown of LR
that we observed in our experiments.

To what extent do the processes we have
studied reflect the solute-solvent relaxation in
more common chemical transformations? Is the
breakdown of LR we observed in this model
system the rule, and not an exception, for the
nonequilibrium solvation that occurs in the course
of typical chemical processes? In addition to our
observations, a breakdown of LR has recently
been observed to follow the photodissociation
of the ICN molecule in ethanol (28), which
produces a CN fragment whose excited rota-
tional motion is only slowly quenched by in-
teractions with the surrounding solvent. This
behavior demonstrates an anticipated failure of
LR in scenarios in which a chemical process
partitions substantial internal energy (many kBT)
into a product fragment (7, 28). Even though
the photochemical preparation in our experi-
ments involves photons with energies of hun-
dreds of kBT, most of this energy is used to
detach an electron from either Na− or I− and
move it through liquid THF; the bulk of this
energy is not partitioned directly to the TCP
product. Moreover, our experiments measure the
TCP solvation only after spontaneous partial ET

(5a)

(5b)
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reactions (Eqs. 3 to 5). Thus, although we may
anticipate that the solvation dynamics measured
involve substantial changes in the local solvation
structure due to the solute size change, we ex-
pect that the energies associated with (Na+, e−)*
formation are not chemically extreme and are
representative of those associated with common
solution-phase reactions.

This clear breakdown of LR implies that the
solvent fluctuations coupled to the (Na+, e−) TCP
are not Gaussian, and thus that the potential sur-
faces associated with these ET processes are high-
ly nonparabolic. As a result, the Marcus theory
of ET would poorly describe these ET processes.
We anticipate that this could be an important con-
sideration in many similar outer-sphere ET reac-
tions, where substantial rearrangement of the
local solvent structure could induce a similar LR
breakdown. It is also important to note that the
LR approximation is built on the idea that the
same solvent-solute motions that underlie equi-
librium fluctuations are also responsible for the
nonequilibrium solvation dynamics (3). Al-
though we observed a clear difference in the
time dependence of two solvation pathways that
reflects a breakdown of LR, observing an iden-
tical time dependence would not have guaran-
teed that the LR holds. This is because even
when the specific molecular motions responsible
for relaxing a nonequilibrium perturbation differ
considerably from the solvent fluctuations active
at equilibrium, LR may appear to be valid if the
relevant nonequilibrium and equilibrium solvent

motions happen to occur on similar time scales;
what we have termed a hidden breakdown of LR
(29, 30). Overall, these findings demonstrate that
an accurate assessment of solvation dynamics—
and, by extension, our understanding of solution-
phase chemical reactivity—must be considered
directly at the molecular level in order to deter-
mine correctly how best to understand the solvent
relaxation resulting from a given nonequilibrium
perturbation.
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Mars’ Paleomagnetic Field as the
Result of a Single-Hemisphere Dynamo
Sabine Stanley,1* Linda Elkins-Tanton,2 Maria T. Zuber,2 E. Marc Parmentier3

Mars’ crustal magnetic field was most likely generated by dynamo action in the planet’s early
history. Unexplained characteristics of the field include its strength, concentration in the
southern hemisphere, and lack of correlation with any surface features except for the hemispheric
crustal dichotomy. We used numerical dynamo modeling to demonstrate that the mechanisms
proposed to explain crustal dichotomy formation can result in a single-hemisphere dynamo. This
dynamo produces strong magnetic fields in only the southern hemisphere. This magnetic field
morphology can explain why Mars’ crustal magnetic field intensities are substantially stronger in
the southern hemisphere without relying on any postdynamo mechanisms.

TheMars Global Surveyor mission showed
thatMars possesses remanent crustal mag-
netic fields from a dynamo that was opera-

tional for a short time in Mars’ early history (1).
Remanent crustal magnetism is observed in early
Noachian (>3.9 billion years old) crust in both

the northern and southern hemispheres, except
for much of the Tharsis volcanic province and the
large impact basinsHellas andArgyre in the south-
ern hemisphere, and Isidis and Utopia in the north-
ern hemisphere. There is a conspicuous difference
in the magnetic field intensities in the two hemi-
spheres: The northern hemisphere contains only
weak magnetic fields, whereas the southern hem-
isphere contains both strong and weak fields (2).

The timing of the dynamo is constrained by
the observations that the floors of the large im-
pact basins formed during the Late Heavy Bom-
bardment [~3.9 billion years ago (Ga)] are not

magnetized (1) and that the ancient Martian
meteorite ALH84001 contains a remanent mag-
netic field dated earlier than 3.9 Ga (3). Most
likely, the dynamo was active sometime between
core formation (~4.5 Ga) and the Late Heavy
Bombardment. The driving force for the dynamo,
the intensity and morphology of the generated
field, and the cause of the dynamo’s demise are
not well understood.

Another ancient Martian crustal feature is
the hemispheric dichotomy. The northern and
southern hemispheres have similar-aged crusts
(4) but different topographies, thicknesses, and
sediment covers (5). The northern hemisphere
crust is low, thin, and covered with volcanic flows
and sediments, whereas the southern hemisphere
crust is high, thick, and largely devoid of sed-
imentary or volcanic resurfacing. Cratering evi-
dence and the dichotomy’s long wavelength
suggest that the dichotomy is an ancient feature,
directly related to crustal formation sometime
between 4.5 and 3.9 Ga (6, 7).

Because the crustal magnetic field and the
dichotomy are similar in age, it is possible that
their formation processes are related. Several en-
dogenic mechanisms could explain both dichoto-
my formation and a concurrent dynamo sometime
between 4.5 and 3.9 Ga. A hemispheric-scale
(degree-1) pattern of mantle circulation resulting
from either mantle convection in the presence of
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