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ABSTRACT: In the gas phase, potential energy surfaces can be used to provide insight into the details of photochemical reaction dynamics. In solution, however, it is unclear what potential energy surfaces, if any, can be used to describe even simple chemical reactions such as the photodissociation of a diatomic solute. In this paper, we use mixed quantum/classical (MQC) molecular dynamics (MD) to study the photodissociation of Na$_2^+$ in both liquid Ar and liquid tetrahydrofuran (THF). We examine both the gas-phase potential surfaces and potentials of mean force (PMF), which assume that the solvent remains at equilibrium with the solute throughout the photodissociation process and show that neither resemble a nonequilibrium dynamical energy surface that is generated by taking the time integral of work. For the photodissociation of Na$_2^+$ in liquid Ar, the dynamical energy surface shows clear signatures of solvent caging, and the degree of caging is directly related to the mass of the solvent atoms. For Na$_2^+$ in liquid THF, local specific interactions between the solute and solvent lead to changes in chemical identity that create a kinetic trap that effectively prevents the molecule from dissociating. The results show that nonequilibrium effects play an important role even in simple solution-phase reactions, requiring the use of dynamical energy surface to understand such chemical events.

Most chemical reactions, including photodissociation reactions that use light to break chemical bonds, take place in solution. Since solution-phase reactions are inherently more complex than those in the gas phase, most studies of photodissociation and recombination dynamics have focused on simple diatomic molecules to elucidate solvent effects on chemical reaction dynamics,1−7 with a particular emphasis on molecular iodine (I$_2$).8−13

How can one use energy surfaces to think about solute and solvent motions involved in solution-phase photodissociation? For the solute, a common approach when considering solution-phase reactions is to simply assume that the solute moves on the same potential energy surfaces as in the gas phase.1 We have shown in recent work, however, that the Pauli repulsion interactions between the solvent and the solute’s bonding electrons can change the electronic structure of diatomic solutes, inducing large instantaneous dipole moments and causing changes in the vibrational frequency and dissociation energy.14 Moreover, we also have found that when there are local specific interactions between the solvent molecules and the solute that only need to have a strength comparable to that of a hydrogen bond, the electronic structure and even the chemical identity of the solute can be dramatically altered.15,16 Thus, one needs to go beyond gas-phase surfaces and include the way in which solutes and solvents interact to understand solution-phase chemical reactions.

Rather than assuming the solute moves on the same potential energy surface as in the gas phase, the solute could be thought of as moving along an effective potential energy surface where the solvent is at equilibrium with the solute, the so-called potential of mean force (PMF).17 Such an approach can describe, on average, how the solvent will interact with and potentially alter the electronic structure of the solute, presuming that the solvent truly does remain in equilibrium throughout the course of the reaction.1,5,6 For example, PMFs are appropriate for thinking about ion pairs in liquid water: solute−solvent structures identified in the ground-state PMF18,19 have been associated with those found with X-ray absorption,20 neutron scattering,21 and Raman spectroscopy.22 And several groups have used PMFs to understand how solvent effects can alter electronic structure during proton transfer,23 electron transfer,24 proton-coupled electron transfer,25 hydride transfer,26 etc. and following electronic excitation of a dye molecule used as a solvation probe.27

For all of the success of using PMFs to interpret solution-phase chemistry, one generally does not expect the assumption of the solvent remaining at equilibrium to hold for a molecularly violent event like photodissociation, or even for chemistry that takes place on electronic excited states. Ishida and Rossky27,28 used excited-state PMFs to understand the solvent reorganiza-
tion following the photoexcitation of a betaine dye. There also have been a few studies that used a semiempirical description to concoct the potential energy surfaces governing solute motion following photoexcitation in solution. However, we are not aware of any investigations exploring the quantum mechanics of how solvents alter the electronic structure and excited-state reaction dynamics of molecules in liquids, and for photodissociation in particular, one would not expect an equilibrium description to properly account for the strong “caging” solvent collisions that promote recombination. Thus, one of the primary goals of this work is to explore the use of a rigorous formalism, based on the time integral of work, to describe nonequilibrium photodissociation dynamics in solution.

The key questions explored in this paper are, what type of potential energy surfaces should be used to think about the dynamics during condensed-phase photodissociation reactions? Given that the dissociation pathway can depend on solvent effects like caging or complexation, is it appropriate to think of the solute as being in equilibrium with the solute, and if not, why not? If equilibrium energy surfaces do not capture solute and/or solvent dynamics, how should one think about the nonequilibrium dynamics? And what generalities about solution-phase photodissociation reactions can be learned by studying model systems, especially when local specific solute–solvent interactions can potentially alter the chemical identity of the solute?15,16

In this Letter, we directly address all of these questions through mixed quantum/classical (MQC) molecular dynamics (MD) simulations of Na$_3^+$ in both liquid Ar and liquid tetrahydrofuran (THF). We choose this system because we already have explored how solvent interactions alter the ground-state solute electronic structure for both Na$_2$ and Na$_3^+$ in these solvents; we focus on Na$_3^+$ here because it dissociates (in the gas phase) when placed on its lowest electronic excited state and Na$_2$ does not. We find that taking the time integral of work leads to a dynamical energy surface that captures key solvent effects for understanding photodissociation of Na$_3^+$ in both Ar and in THF. In particular, solvent caging dominates the photodissociation dynamics of Na$_3^+$ in liquid Ar, something that is well-captured by the dynamical energy surface but not properly accounted for by the gas-phase surfaces or PMFs. For the photodissociation dynamics of Na$_2$ in THF, the dynamical energy surface shows how local specific interactions that dynamically change the solute’s chemical identity create a kinetic trap that effectively prevents the molecule from dissociating the way it would at equilibrium.

To investigate the type of potential energy surfaces that best elucidate the dynamics of condensed-phase photodissociation, we performed a series of MQC MD simulations, the computational specifics of which are summarized in the methods section below and detailed in the Supporting Information. Briefly, we treat the Na$_3^+$ molecule as two classical Na$^+$ cores that are held together by a single quantum mechanical valence bonding electron. We utilize previously developed pseudopotentials to describe the interaction between the bonding electron and the Na$^+$ cores and 254 THF molecules or 1600 Ar atoms and solve the Schrödinger equation for the electron in a basis of 32 grid points in Ar and 64 grid points in THF. This methodology reproduces gas-phase quantum chemistry calculations quite well and also has successfully reproduced the experimental properties of sodium cation:solvated electron tight-contact pairs in THF. Here, we calculate the behavior of the Na$_3^+$ molecule in 120 K liquid Ar at a density of 1.26 g/mL, well in the liquid region of the phase diagram, and at 298 K in liquid THF at the experimental density at 1 atm of 0.89 g/mL.

First, we generated PMFs where the solvent is in equilibrium with the solute by holding the Na–Na bond length at fixed distances through the application of an umbrella potential centered at the bond distance of interest; we let the condensed-phase system equilibrate at each distance and then calculated the average energy while running the system on both the ground and first excited electronic states. Stitching together these energies as a function of distance using the MBAR method produced PMFs, which are shown in Figure 1, where the solvent is in equilibrium with the solute. One question is whether the excited-state PMF can be generated while the solvent is in equilibrium with the solute’s ground state and vice versa. In other words, are the solvent structures and fluctuations associated with the two solute electronic states similar enough that the PMFs are independent of which electronic state we choose?

The black curves in Figure 1 show the ground- and first excited-state potential energy surfaces of the Na$_3^+$ molecule in the gas phase calculated with our MQC methodology; the curves do an excellent job reproducing the known potential energy surfaces of this molecule, including the ground-state vibrational frequency, bond dissociation energy, and the lowest-energy electronic absorption. The solid, colored curves in Figure 1

Figure 1. Potentials of mean force for the Na$_3^+$ molecule in Ar and Na$_3^+$ in THF are shown. The Na$_3^+$ gas-phase potential energy surfaces are plotted as the black curves. The condensed-phase PMFs are plotted as solid blue triangles for the ground state, solid red diamonds for the excited state, dashed blue curves for the excited state calculated while propagating the solvent dynamics on the ground state, and dashed red curves for the ground state calculated while propagating the solvent dynamics on the excited state. Panel a shows the PMFs for Na$_3^+$ in Ar while panel b shows the results in THF. A comparison of the solid and dashed curves shows that the solvent structures are different for the ground and excited electronic states so that the PMF for the excited state cannot be generated from studying equilibrium configurations on the ground state.
show the ground- (blue solid triangles) and first excited-state (red solid diamonds) PMFs for Na$_2^+$ in Ar (panel a) and in THF (panel b) calculated with the solvent at equilibrium with the solute occupying the electronic state under investigation. The data in Figure 1a show that on the Na$_2^+$ electronic ground state, compared to the gas phase, interactions with liquid Ar lead to a shorter equilibrium bond length (3.74 Å in Ar vs 3.84 Å in the gas phase) and a higher Na−Na vibrational frequency (134 cm$^{-1}$ in Ar vs 113 cm$^{-1}$ in the gas phase), much like we observed previously for the Na$_2$ molecule. The red solid diamonds show that when the molecule is placed on the electronic excited state, the PMF is nearly identical to the potential energy surface in the gas phase, indicating that the equilibrium excited-state solvent interactions are small compared to the intrinsic gas-phase energy.

The dashed, colored curves in Figure 1a test whether PMFs for one solute electronic state can be predicted when the solute resides in a different electronic state. The blue open triangles show the Na$_2^+$ first excited state while the solvent is equilibrated with the electronic ground state; this prediction yields a dissociative surface that is raised in energy relative to the gas phase because when the solvent is equilibrated around the ground-state solute, it is in an unfavorable geometry for solvating the solute excited state. The red open diamonds show that when the solvent is equilibrated for the solute excited state, there is a significant desolvation and thus an increase in energy and decreased vibrational frequency of the ground electronic state. Thus, as might be expected, we cannot accurately predict the excited-state PMF while the solute resides in its electronic ground state because the way the solvent equilibrates around one solute electronic state destabilizes the other electronic state.

Although the PMFs for Na$_2^+$ in Ar are qualitatively similar to the gas-phase potentials, the situation turns out to be completely different for Na$_2^+$ in liquid THF. In previous work, we found that the oxygen atoms on THF make weak dative bonds with the Na$^+$ cores inside the Na$_2^+$ molecule. These dative bond interactions are only about the same strength as a hydrogen bond (~4 kcal/mol), but they cause the bonding electron density to be pushed out of the internuclear region, leading to a significant increase in bond length (the bond length changes from 3.84 Å in the gas phase to 5.24 Å in liquid THF) and a factor of ~3 decrease in both vibrational frequency (from 113 to 42 cm$^{-1}$) and bond dissociation energy (from 0.92 eV in the gas phase to 0.23 eV in THF). We also found that the dative bonding interactions stabilize the Na$_2^+$ solute in two primary coordination states: Na(THF)$_5^-$−Na(THF)$_5^-$ and Na(THF)$_5^-$Na(THF)$_5^-$Na(THF)$_5^-$Na(THF)$_5^-$Na(THF)$_5^-$. These coordination states behave as distinct molecules whose chemical identities are different both from gas-phase Na$_2^+$ and from each other; the two coordination states are in equilibrium with each other and have to surmount a barrier of ~8 k$_B$T to interconvert. Each coordination state has its own bond length, vibrational frequency, and dissociation energy. In other words, in THF, the solvent has integrated itself as part of the chemical identity of two different Na$_2^+$-based solutes.

Figure 1b shows that because of the change in chemical identity from Na$_2^+$ to Na$_2^+$(THF)$_5^-$, the PMFs for the Na$_2^+$ molecule in THF are entirely different from those in the gas phase or in liquid Ar. Furthermore, comparison of the solid and dashed curves show that the ground- and excited-state solvent structures are dramatically different from one another. Surprisingly, the most prominent feature in Figure 1b is that unlike in the gas phase or liquid Ar, the excited-state PMF for Na$_2^+$ solvation on the excited state (solid red diamonds) in THF is hardly dissociative.

To test the ability of PMFs in predicting photodissociation dynamics, we used the time integral of work formalism to describe the actual potential energy surface followed during the adiabatic nonequilibrium dynamics. We ran a series of nonequilibrium trajectories, 15 in Ar and 20 in THF, starting from equilibrated configurations near the PMF minimum in the Na$_2^+$ electronic ground state (~3.7 Å in Ar; ~5.4 Å in THF) and then placed the molecule onto the electronic excited state to simulate photoexcitation. We then calculated the effective potential surface on which the excited Na$_2^+$ moved during nonequilibrium dissociation by

$$U(t) = -\int_{t_0}^t F(t) \, v(t) \, dt$$

where $F(t)$ is the total force (from the solute and solvent) on the Na nuclei along the bond axis, $v(t)$ is the bond velocity, and $t_0$ is the time at which photoexcitation takes place. Since we know the trajectory that the dissociating molecule takes, $r(t)$, we can parametrically combine $U(t)$ and $r(t)$ to produce an effective energy surface followed during the dynamics, $U(r)$, as described in the Supporting Information. The time $t$ in eq. 1 is chosen to range up to ~300 fs in liquid Ar and to ~1000 fs in liquid THF, which is long enough to have sampled all the appropriate photodissociation dynamics but short enough to avoid diffusive recrossings that occur at longer times.

In this paper, we refer to the nonequilibrium $U(r)$ as a “dynamical energy surface”; by construction, this energy surface incorporates the actual nonequilibrium dynamics followed during the chemical reaction without any assumptions regarding the gas-phase potential energy surfaces or maintaining equilibrium with the solvent. Our use of a dynamical energy surface in this instance was inspired by the work of Zanuttini et al., who studied the connection of solvent collisions to photodissociation pathways. The nonequilibrium ensemble-averaged dynamical energy surface following photoexcitation of Na$_2^+$ in both liquid Ar and liquid THF are shown as the green curves in Figure 2. The raw trajectory data used to calculate the dynamical energy surfaces are shown in the Supporting Information for reference.

Figure 2a shows that following the initial excitation, the dynamical energy surface for Na$_2^+$ in liquid Ar has a slope that is quite similar to that in the gas phase, which is also very similar to the PMF. This is in agreement with prior work studying diatomic photodissociation in rare-gas solids. But after the first ~1 Å (~60 fs) of separation, the dynamical energy surface in liquid Ar shows a positive slope; this occurs at exactly the internuclear distance at which the expanding Na$_2^+$ molecule collides with the first-shell solvent atoms; in the nonequilibrium dynamics, there is always a collision with the first solvent shell that exerts a force on the expanding molecule back toward shorter bond distances. By ~7 Å (~200 fs), the slope of the dynamical energy surface has decreased to roughly zero, indicating that the dissociated solute has on average escaped the solvent cage and that the dynamics are now governed more by diffusion than the electronic structure of Na$_2^+$. Clearly, neither the gas-phase surfaces nor the PMFs capture the dissociation dynamics of Na$_2^+$ in Ar because they do not capture solvent cages, which is by necessity a nonequilibrium effect: there are no strong directional collisions like this at equilibrium.

The green curve in Figure 2b shows the dynamical energy surface following photoexcitation of Na$_2^+$ in liquid THF. The
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Figure 2. Dynamical energy surfaces reveal the shortcomings of gas-phase surfaces and equilibrium-based potentials of mean force for the photodissociation of Na$_2^+$ in solution. The potential energy surface for the first excited state of gas-phase Na$_2$ (black crosses) and the PMF for the electronic excited state (red diamonds) are the same curves as in Figure 1; the dynamical energy surface calculated from nonequilibrium trajectories parametrically with $r(t)$ using eq 1 (green triangles) is shown for Na$_2^+$ in Ar (panel a) and in THF (panel b). The dynamical energy surfaces show clear solvent-induced nonequilibrium features of the Na$_2^+$ dissociation reaction. In Ar, the well at ~5 Å in the dynamical energy surface is the result of nonequilibrium caging by the surrounding solvent, as explored further in Figure 3, below, while the gradual upward slope of the dynamical energy surface in THF comes from changes in the electronic structure and chemical identity of Na$_2^+$ in this solvent, as detailed in Figures 4 and 5, below.

dynamical energy surface displays two main features: a small initial “dip” at an internuclear separation of ~5.6 Å, followed by a slight increase in energy at longer distances. What this dynamical energy surface shows is that, following photoexcitation, the Na$_2^+$ species elongates but does not dissociate; the details of what causes this will be discussed below. The nonequilibrium dynamical energy surface shows a strong contrast to both the gas-phase (black curve) potential surface and the excited-state PMF (red diamonds), both of which predict that the molecule should dissociate.

To understand why gas-phase surfaces and PMFs fail in such different fashions for the photodissociation of Na$_2^+$ in liquid Ar and liquid THF, we next turn to exploring the nonequilibrium behavior in each solvent in more detail. In liquid Ar, the dissociation dynamics involves a strong interaction of the photofragments with the Ar solvent cage that does not occur at equilibrium. This leads to the question of whether an equilibrium approach could ever capture this type of caging event. To explore this, we tuned the time scale of the Ar solvent fluctuations by artificially changing the Ar mass while leaving all the intermolecular potentials unchanged; this means that the equilibrium solvation structures do not change, but the time scale for equilibration does. We then ran nonequilibrium trajectories with the altered solvent mass. Figure 3 shows that when the mass of the Ar atoms is reduced by a factor of 20 (purple squares) such that the Ar atoms are an order of magnitude lighter than the Na$^+$ cores, the dynamical energy surface now strongly resembles the PMF (red diamonds). The solvent in this case is so light that the dissociating Na$_2^+$ molecule can easily push the nearby atoms aside, removing the “caging” event that dominated the dynamics when the Ar had its full mass. In other words, the artificially lighter Ar solvent can equilibrate on a time scale comparable to the time it takes photoexcited Na$_2^+$ to dissociate, so that an equilibrium approach predicts the nonequilibrium dynamics reasonably well.

Figure 3 also explores the other extreme, where the mass of the Ar solvent atoms is increased by a factor of 5 (orange circles) but the intermolecular potentials are left unchanged from the original simulations (green triangles, same curve as in Figure 2a), there are significant changes in the dynamical energy surface. For comparison, the excited-state PMF is shown as the red diamonds (same curve as in Figure 1a). When the solvent mass is reduced to the point where fluctuations occur on a time scale comparable to the Na$_2^+$ photodissociation dynamics, the dynamical energy surface begins to resemble the PMF. When the solvent mass is increased, however, the initial collision with the solvent cage knocks the photofragments back with much greater force, dynamics that are not seen at equilibrium. This leads to a temporary shortening of the Na–Na bond length before the fragments ultimately escape the solvent, creating the loop in the dynamical energy surface near 5.8 Å.

When the solvent mass is divided by 20 (purple squares) and increased by a factor of 5 (orange circles) but the intermolecular potentials are left unchanged from the original simulations (green triangles, same curve as in Figure 2a), there are significant changes in the dynamical energy surface. For comparison, the excited-state PMF is shown as the red diamonds (same curve as in Figure 1a). When the solvent mass is reduced to the point where fluctuations occur on a time scale comparable to the Na$_2^+$ photodissociation dynamics, the dynamical energy surface begins to resemble the PMF. When the solvent mass is increased, however, the initial collision with the solvent cage knocks the photofragments back with much greater force, dynamics that are not seen at equilibrium. This leads to a temporary shortening of the Na–Na bond length before the fragments ultimately escape the solvent, creating the loop in the dynamical energy surface near 5.8 Å.
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Figure 3. Dynamical energy surfaces from nonequilibrium simulations (computed via eq 1 parametrically with $r(t)$; see the Supporting Information) of the photodissociation of Na$_2^+$ in liquid Ar as a function of the Ar mass reveal that the magnitude of solvent caging is dependent on the time scale of the solvent fluctuations. When the Ar mass is divided by 20 (purple squares) and increased by a factor of 5 (orange circles) but the intermolecular potentials are left unchanged from the original simulations (green triangles, same curve as in Figure 2a), there are significant changes in the dynamical energy surface. For comparison, the excited-state PMF is shown as the red diamonds (same curve as in Figure 1a). When the solvent mass is reduced to the point where fluctuations occur on a time scale comparable to the Na$_2^+$ photodissociation dynamics, the dynamical energy surface begins to resemble the PMF. When the solvent mass is increased, however, the initial collision with the solvent cage knocks the photofragments back with much greater force, dynamics that are not seen at equilibrium. This leads to a temporary shortening of the Na–Na bond length before the fragments ultimately escape the solvent, creating the loop in the dynamical energy surface near 5.8 Å.

To better visualize the solvent caging in this system, Figure 4 shows plots of the average solvent positions around Na$_2^+$ in liquid Ar as a function of Na–Na distance both at equilibrium, panel a, and during the nonequilibrium photodissociation dynamics, panel b. The plots show an isosurface at solvent distances at about the van der Waals size of the solute molecule, ~3.3 Å from each Na$^+$ nucleus; the color represents the cylindrically averaged probability of finding a solvent atom at that point on the surface relative to the bulk solvent density. The
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red color indicates that more Ar is present than the average density, while blue color shows a deficit of solvent at that position. The points are evenly spaced so that the color density provides an accurate representation of the spatial density of solvent atoms.

The left-most plots compare the solvent distribution around \( \text{Na}_2^+ \) at equilibrium on the excited state (panel a) and at equilibrium on the ground state (panel b), which has a ground-state solvent configuration because it shows the Franck-Condon excited solute before the solvent has had time to move. Clearly, the equilibrium ground- and excited-state solvation structures are different. When the Na–Na bond is separated by 3.5 and 5.5 Å at equilibrium on the excited state (left and center plot in panel a), there is a clear preference for the solvent to reside near the “neck” of the molecule, as the excited-state electron density has a node between the two atoms, causing the solvent to move into this region to maximize ion-induced dipole interactions. During the nonequilibrium dynamics, however, the center plot of panel b shows that there is a deficit of solvent in the neck region and an excess of solvent at the ends of the molecule as it encounters the solvent cage. The solvent has not had time during the ~80 fs after excitation to move into the neck region or away from the ends of the dissociating molecule, showing that caging is what causes the positive slope in this region of the dynamical energy surface. The memory of photoexcitation persists even as the molecule separates to 8 Å, which is 260 fs after excitation, as evidenced by the deficit of solvent on the inside of the bond in the right plot of panel b compared to the excited-state equilibrium prediction in panel a.

Unlike in liquid Ar, where the dynamical energy surface approaches the PMF and the gas-phase potential energy curve when the solvent fluctuates on fast time scales compared to the molecular dissociation, the dynamical energy surface for the photodissociation of \( \text{Na}_2^+ \) in liquid THF looks completely different because the chemical identity of the \( \text{Na}_2^- \) molecule is intricately linked with its local solvent environment, such that the solute is better thought of as two different \( \text{Na}_2^-:(\text{THF})_n \) complexes. To understand how the complexity by the solvent affects dissociation, we turn to Figure 4c,d (left), which shows that when \( \text{Na}_2^-:(\text{THF})_n \) is initially photoexcited to its lowest energy excited state, the node in the electron density lies oriented along the bond axis: the electronic structure resembles that of a molecular \( \pi \) bonding orbital rather than the \( \sigma^* \) antibonding orbital seen with gas-phase \( \text{Na}_2^+ \) or \( \text{Na}_2^- \) in liquid Ar (see Supporting Information). This is a reflection of the fact that the coordination complex in liquid THF is truly a different molecule with a chemical identity different from that of the gas-phase \( \text{Na}_2^+ \) species, leading to a very different electronic structure.

If we start from a \( \text{Na}(\text{THF})_4^-:\text{Na}(\text{THF})_4^+ \) configuration, as in Figure 4, the solute begins its dissociation process from its equilibrium ground-state distance of ~4.8 Å. Following photoexcitation, the solute’s Na–Na bond distance increases to ~5.4 Å after approximately 100 fs, but the electronic structure at this time (Figure 4d, center) is clearly very different from the equilibrium structure at the same distance (Figure 4c, center). The equilibrium picture when the bond length reaches this distance has the node of the electronic wave function perpendicular to the bond, creating a dissociative force. But the node in the wave function during the nonequilibrium dynamics is not able to fully rotate from parallel (in the Franck-Condon region) to perpendicular to the Na–Na bond. The rotation of the excited-state node requires significant rearrangement of the dative bonded THF molecules; there is simply insufficient time following excitation for these THFs to have reached their equilibrium stable orientation. Finally, even 1.3 ps after photoexcitation, the molecule is still not able to dynamically reach distances past 8.5 Å; this is because significant electron density remains between the nuclei, holding the molecule together. This is what is responsible for the weak positive slope in the dynamical energy surface at long distances seen in Figure 2b: even though the molecule would prefer to dissociate at equilibrium, there is no easy kinetic pathway to achieve dissociation following the actual photoexcitation.

In addition to the inability of the excited-state wave function to achieve the correct configuration for dissociation, there is a second reason the dynamical energy surface for the photodissociation of \( \text{Na}_2^+ \) in liquid THF looks so different: the chemical identity of the molecule changes during photo-
dissociation in a way that cannot be accounted for in the gas phase or at equilibrium. At the Franck-Condon ground-state equilibrium distance, the molecule prefers to reside in the Na(THF)$_4$−Na(THF)$_5^+$ coordination state. As the Na−Na distance is increased at equilibrium on the excited state, Figure 4c shows that the coordination state changes to predominantly Na(THF)$_3$−Na(THF)$_6^+$ by 5.4 Å and to the Na(THF)$_2$−Na(THF)$_8^+$ state by 8.5 Å, the result of the extra space available to form additional dative bonds, which are shown as yellow lines. However, during the photodissociation process, Figure 4d shows that there has been insufficient rearrangement of the coordination complex to allow an additional dative bond to form when the Na−Na distance reaches 5.4 Å, and only a single additional dative bond can form by 8.5 Å instead of the two extra dative bonds seen at equilibrium. The insertion of the last dative bond is what is critical to allowing the molecule to fully dissociate, as this is what weakens the bonding electron’s association with the more-coordinated sodium core.

To better visualize how the dynamical energy surface describes the photodissociation of Na$_2^+$ in THF, Figure 5a plots the number of solvent molecules forming dative bonds with each Na$^+$ core as a function of the Na−Na bond distance, both at equilibrium on the excited state (red curves) and during the nonequilibrium dynamics (green curves). The dashed curves in this figure show the average number of THF dative bonds to the lesser-coordinated sodium core (referred to as Na$_a$) while the solid curves show the number of dative bonds around the more-coordinated sodium core (referred to as Na$_b$). At equilibrium on the excited state, there are two transitions to new coordination states, a Na(THF)$_4$−Na(THF)$_5^+$ → Na(THF)$_3$−Na(THF)$_6^+$ transition around 5.5 Å and a Na(THF)$_2$−Na(THF)$_8^+$ state by 8.5 Å, as visualized in the snapshots in Figure 4c. However, the photodissociation dynamics shows only the first of these transitions (which is not complete until a distance of nearly 7 Å), in concordance with the snapshots shown in Figure 4d.

Figure 5b provides a way to understand how the electronic structure changes at equilibrium and during nonequilibrium dissociation. The plot shows the angle of the node in the excited electronic wave function with respect to the Na−Na bond axis, calculated as an ensemble-averaged dot product of the gas-phase Franck-Condon excited state at the equilibrium ground-state distance with the equilibrium (red diamonds, equilibrated on the excited state) or dynamic (green triangles) excited state at other Na−Na distances. As such, a “node orientation” of zero indicates that the node is perfectly parallel with the Na−Na bond axis while a value of one means that the node is perfectly perpendicular to the Na−Na bond axis. Figure 5b shows that, at equilibrium, the node is able to fully rotate at much lower Na−Na bond distances (∼5.5 Å), whereas, the node does not fully rotate until ∼7 Å in the photodissociation dynamics. Following photoexcitation, the datively bonded THFs do not have time to move to an appropriate position to allow the node to rotate.

The changes in the Na$_2^+$ chemical identity coupled with the changes in the electronic structure of the bonding electron during the nonequilibrium dissociation of Na$_2^+$ in THF explain the behavior of the dynamical energy surface shown in Figure 2b. The preliminary “dip” in the dynamical energy surface arises because, upon photoexcitation, the bonding electron’s wave function must orbit on the fly from a π-like to a σ*-like electronic structure; in addition, the molecule must potentially change chemical identity through the formation of new Na−THF oxygen-site dative bonds. However, these processes consume the energy the molecule needs to form the final dative bond that at equilibrium takes the loosely bound Na(THF)$_3$−Na(THF)$_4^+$ state to the Na(THF)$_2$−Na(THF)$_8^+$ state allowing the bond to break. This leaves the nonequilibrium molecule without an easy kinetic pathway to dissociate until sufficient time has passed for equilibration to occur.

In summary, through MQC MD simulations of Na$_2^+$ in the condensed phase, we have shown that nonequilibrium solvent effects are necessary for thinking about photodissociation dynamics and that there are a variety of such effects to consider even for the same solute in different environments. We demonstrated that a dynamical energy surface can be constructed to capture the nonequilibrium solvent effects needed to think about the photodissociation dynamics of Na$_2^+$ in Ar and in THF. In liquid Ar, the dynamical energy surface directly captures the initial collision of the dissociating molecule with the surrounding cage of Ar atoms. This singular event is reminiscent of the single collision that causes a breakdown of linear response in photofragment rotational dynamics.42,43 The cage effect is clearly dynamical, as it depends on the magnitude of the solvent’s mass: heavier masses amplify the bounce-back of the photofragments upon collision with the solvent cage, while sufficiently light masses lead to better agreement with the PMF because the lighter solvent can equilibrate on the time scale of the dissociation dynamics. In liquid THF, the dynamical energy surface reveals that photoexcitation of Na$_2^+$ leads to a kinetic
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**Figure 5.** Changes in the Na$_2$(THF)$_n^+$ chemical identity (i.e., THF coordination number) and the orientation of the bonding electron density explain the dynamical energy surface for the photodissociation of Na$_2^+$ in THF. Panel a plots the THF dative bond coordination number around each sodium core (more coordinated Na$, solid curves; less coordinated Na$, dashed curves) as a function of Na−Na bond length at equilibrium (red) and during the dynamical, nonequilibrium dissociation (green); there is insufficient time for the coordination number to change during the nonequilibrium dynamics to match the equilibrium prediction. Panel b shows the orientation of the excited-state bonding electron’s node for at equilibrium (red) and during the dynamical, nonequilibrium dissociation (green) as a function of Na−Na bond length. Clearly, the node rotation is hindered during the nonequilibrium dynamics compared to what happens at equilibrium as a function of Na−Na distance. Together, the inability for the node to rotate and the coordination number to change during dynamics hamper dissociation as reflected in the dynamical energy surface.
trap that originates from solvent-induced changes in the Na\(^{+}\) molecule’s chemical identity and electronic structure. During dynamical, nonequilibrium dissociation, the solute is unable to reorient its bonding electron density from the \(\pi\)-bonding-like state created initially upon photoexcitation to the more \(\sigma\*-\)-like state that is needed for dissociation. In addition, there is not sufficient time following photoexcitation for the molecule to undergo the change in chemical identity via the creation of new dative bonds with the solvent, which is also needed for the bond to fully break. All of this work shows that understanding nonequilibrium solvent effects is important for thinking about solution-phase photodissociation dynamics and that an appropriately constructed dynamical energy surface captures a variety of solvent effects that affect the nonequilibrium dynamics in different ways.

**Overview of Simulation Details.** The work in this paper consists of mixed quantum classical (MQC) molecular dynamics (MD) simulations of Na\(^{+}\) in the condensed phase. In these simulations, which were performed in the microcanonical ensemble, we treated the Na\(^{+}\) molecule as two classical Na\(^+\) cores held together by a single quantum-mechanically treated valence bonding electron plus hundreds of classical solvent molecules. The interactions between the classical particles and the quantum mechanical electron were accounted for using Phillips–Kleinman (PK) pseudopotentials, modified with polarization potentials to correct for the frozen-core approximation implicit in the PK formalism. These pseudopotentials, which are identical to those used in our previous studies, are described in more detail in the Supporting Information. The classical interactions between the Na\(^+\) cations and the Ar and rigid OPLS THF solvent molecules were modeled with the same potentials used in our earlier studies in these solvents and are detailed in the Supporting Information.

The cubic simulation cells had a side length of 43.8 Å for simulations in Ar and 32.5 Å for those in THF, which given the number of solvent molecules yielded densities of 1.26 g/mL at 120 K for Ar 0.89 g/mL at \~298 K for THF. In Ar, we expanded the electronic eigenstates of the quantum mechanical electron in a basis of 32 \(\times\) 32 \(\times\) 32 plane waves over a 2\(\Delta\) box. Due to the diffuse nature of the valence electron’s excited state in THF, particularly at larger Na–Na distances, we used 64 \(\times\) 64 \(\times\) 64 plane waves that spanned the entire cubic simulation cell. For all simulations, we utilized periodic boundary conditions with the minimum image convention. All interactions in the cell were tapered smoothly to zero at 16 Å over a 2 Å range using a center-of-mass-based switching function. The single-electron Hamiltonian, which is shown explicitly in the Supporting Information, was diagonalized at every MD time step using the implicitly restarted Lanczos method as implemented in ARPACK. For simulations in THF, the solvent molecules were treated as rigid, planar five-membered rings following the work of Chandrasekar and Jorgensen. All simulations were propagated using the velocity Verlet algorithm with a 4 fs time step, except for simulations with light Ar in which case a 2 fs time step was used.

We performed both equilibrium umbrella sampling, where the Na\(^{+}\) bond length was restrained on either the ground or first excited electronic state, and nonequilibrium dissociation trajectories, where the molecule was placed into the excited state from its equilibrium ground-state configuration and then propagated adiabatically on its electronic excited state. For umbrella sampling in Ar, bins were set at every 0.1 Å from 3.0 Å out to a dissociative distance of 9.0 Å. For umbrella sampling in THF, bins were set every 0.1 Å from 4.0 Å out to a dissociative distance of 10.0 Å. Within each bin after appropriate equilibration, umbrella trajectories were run for 10 ps to ensure ample statistics across the potential of mean force. Details of the umbrella sampling and the MBAR process used to stitch the PMFs shown in Figure 1 are given in the Supporting Information. For the nonequilibrium trajectories, the Na\(^{+}\) molecule was placed in the first excited state starting from uncorrelated ground-state configurations taken from an equilibrated ground-state trajectory; 15 nonequilibrium trajectories were run in Ar and 20 nonequilibrium trajectories were run in THF to provide statistics for nonequilibrium ensemble averages. Details of the initial configurations chosen for these studies as well as the process used to construct the PMFs and dynamical energy surfaces shown in Figures 1 and 2 are provided in the Supporting Information.
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