Excited-State Mixed Valence in a Diphenyl Hydrazine Cation: Spectroscopic Consequences of Coupling and Transition Dipole Moment Orientation
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A quantitative model of mixed-valence excited-state spectroscopy is developed and applied to 2,3-diphenyl-2,3-diazabicyclo[2.2.2]octane. The lowest-energy excited state of this molecule arises from a transition from the ground state, where the charge is located on the hydrazine bridge, to an excited state where the charge is associated with one phenyl group or the other. Coupling splits the absorption band into two components with the lower-energy component being the most intense. The sign of the coupling, derived by using a neighboring orbital model, is positive. The transition dipole moments consist of parallel and antiparallel vector components, and selection rules for each are derived. Bandwidths are caused by progressions in totally symmetric modes determined from resonance Raman spectroscopic analysis. The absorption, emission, and Raman spectra are fit simultaneously with one parameter set.

Introduction

Excited-state mixed valence exists when a system possesses two or more interchangeably equivalent sites that have different oxidation states in an excited electronic state but a symmetrical charge distribution in the ground electronic state. Some of the most commonly encountered molecular systems having these characteristics contain two identical charge-bearing units M separated by a bridge B and are represented in this paper by the generic M–M symbol. The first mixed-valence excited state that was examined in detail was that of a dication where the charge is located on the bridge, to an excited state where the charge is associated with one phenyl group or the other. Coupling splits the absorption band into two components with the lower-energy component being the most intense. The sign of the coupling, derived by using a neighboring orbital model, is positive. The transition dipole moments consist of parallel and antiparallel vector components, and selection rules for each are derived. Bandwidths are caused by progressions in totally symmetric modes determined from resonance Raman spectroscopic analysis. The absorption, emission, and Raman spectra are fit simultaneously with one parameter set.

The focus of this paper is an M–B–M monocation, the diphenyl hydrazine radical cation 1+ (22/Ph2)+. The phenyl rings are twisted such that the point group is C2. In the ground state, the charge is located on the bridge, M–B+–M.

The mixed-valence excited state occurs when the charge is transferred from the bridge to one M or the other, which produces two localized configurations: M+–B–M and M–B–M+. In this example, M is a phenyl group and is the charge-bearing unit in the excited state, and the bridge, B, is a substituted hydrazine radical cation. Because the two M groups are coupled to each other through the bridge, the excited state can be modeled using the language of the Marcus–Hush theory, usually used to describe ground-state intervalence behavior. Instead of a ground and one excited-state surface, there are two excited-state surfaces separated in energy at Q = 0 by twice the excited-state coupling element H0. While the difference between ground- and excited-state mixed valence may appear subtle, the spectroscopy of the two systems reveals striking dissimilarities, because excited-state mixed-valence systems involve electronic transitions from the M–B+–M ground state to the coupled M+–B–M/M–B–M+ excited state, whereas for ground-state intervalence systems, the transitions occur within the coupled M+–B–M/M–B–M+ system.

The electronic spectra of diphenyl hydrazine radical cation 1+ (22/Ph2)+ and its monophenyl analogue 2+ (22/tBuPh)+ show initially surprising differences that provide a prototypical example of excited-state mixed-valence spectra. The diphenyl compound has two phenyl-to-hydrazine charge transfer absorptions, while the monophenyl compound has one band roughly midway between those of the diphenyl compound. In simplest terms, the two bands in the diphenyl compound’s spectrum are caused by excited-state splitting. Instead of the single ground-to-excited-state absorption of the monophenyl compound, absorptions to both an upper and lower split excited-state energy level occur.

Electronic transitions to mixed-valence excited states are treated quantitatively in this paper using the time-dependent theory of spectroscopy, specifically applied to coupled
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electronic states. Previous applications of the theory include intensity borrowing caused by coupled states, absorption and emission spectra of coupled states in transition metal compounds, interference dips (i.e., the decrease of absorbance in a broad absorption band at the position of a second absorption band) and ground-state intervalence electron-transfer spectroscopy. All of these applications involve the propagation of wave packets on multiple coupled excited-state surfaces; they cannot be interpreted in terms of diabatic or adiabatic Born–Oppenheimer potential energy surfaces, because the nuclear kinetic energy must be included.

In this paper, we explain the features of the electronic spectra of the hydrazine radical cations using an excited-state mixed-valence potential energy surface model. The transition to the coupled excited state results in an observed absorption band that has two peaks, with the less intense peak at higher energy. In fitting the spectrum, the energy separation between the two peak maxima is determined by the magnitude of coupling between the excited-state surfaces in the model. The intensity ratio of the two peaks is dictated by four factors: the magnitude of the coupling, the sign of the coupling, the spatial orientation between the transition dipoles in the nonlinear molecule, and the relative signs of the transition dipoles. The importance of the sign of the effective coupling is surprising; the properties of ground-state mixed-valence molecules are not dependent on the sign of the coupling. The transition dipole moments in this nonlinear system can be split into parallel (same direction) and antiparallel (opposite direction) vector components. We derive the relative magnitudes of the components of the spectra resulting from these parallel and antiparallel vector components of the transition dipole moments. Emission from the coupled excited state to the ground state is observed at low temperature. Resonance Raman spectra are used to determine the frequencies and displacements of the totally symmetric normal modes that undergo changes between the ground and excited electronic state. These modes, together with the asymmetric mode that is important when the charge is transferred to each of the phenyl groups, are used to fit both the emission and absorption spectra of 1.

The electronic spectra are calculated by using the time-dependent theory of spectroscopy and methodology developed to calculate spectra involving coupled surfaces. The absorption, emission, and Raman spectra are fit simultaneously with one parameter set. In addition to the parameters that define these coupled surfaces, we discuss in detail the treatment of the parallel and antiparallel vector components of the dipole moment for transitions to these surfaces.

Experimental Section

1. Synthesis. Preparations of 2 (22/PhBu) and 3 (22/iPr2) have been previously published.

2. Electronic Spectroscopy. Absorption spectra taken of acetonitrile solution samples at room temperature were obtained using a Perkin-Elmer Lambda 20 UV–vis spectrophotometer. Emission spectra taken of the samples in a frozen acetonitrile solvent matrix at 15 K were obtained using a Spex 1702 single monochromator equipped with a Burle C31034 photomultiplier tube. The signal was recorded with a Stanford Research System
SR400 photon counter and processed by a computer. The 406-nm line of a Coherent I-300 Krypton laser at 4 mW was used for excitation. The acetonitrile solution sample was cooled using an Air Products closed-cycle helium refrigerator displex equipped with a thermocouple. The spectrum was corrected for instrument response.

3. Raman Spectroscopy. Spectra were obtained using a triple monochromator equipped with a Princeton Instruments LN-CCD. Data were processed by a PC computer. The 568- and 407-nm lines of a Coherent I-300 Krypton laser at ~100 mW were used for excitation. The spectra were collected from a spinning pressed pellet of potassium nitrate and 1.

Theoretical and Numerical Methods

The Gaussian 98 program suite was used for B3LYP/6-31+G* calculations,26,27 Jaguar for the B3LYP/6-31++G** frequency calculation,28 and Spartan '02 for B3LYP/6-31G* calculations.29 Standard Pople-style basis sets and all correlation methods were used as implemented within the respective program suites. Geometry optimizations were performed using standard gradient methods. Frequency calculations were conducted on optimized geometries to confirm that a minimum had been located on the potential energy surface. Geometries obtained through Gaussian 98 calculations were viewed using the MOLDEN software package for viewing molecular density.30

Electronic spectra for excited-state mixed-valence potential surfaces are calculated in the framework of the time-dependent theory of molecular spectroscopy. The theoretical foundation underlying these calculations has been described previously.4–6,31 In this section, the theory underlying the calculation of electronic spectra for coupled potential surfaces is briefly presented.

1. Absorption Spectra. The fundamental equation for the calculation of an absorption spectrum in the time-dependent theory is

\[
I(\omega) = C \omega \int_{-\infty}^{+\infty} \exp(i\omega t) \left[ \langle \Phi(t) | i(\Phi(t)) | \exp\left(-\Gamma^2 t^2 + \frac{iE_{0}}{\hbar} \right) \right] dt
\]

(1)

with \(I(\omega)\) as the absorbance at frequency \(\omega\), \(E_{0}\) the energy of the electronic origin transition, and \(\Gamma\) a phenomenological Gaussian damping factor.6 The damping factor arises because of relaxation into other modes (such as low-frequency solvent modes with small distortions) and the “bath”. The effect of increasing \(\Gamma\) on the spectrum in the frequency domain is to decrease the resolution, that is, to “fill in” the spectrum. The most important part of eq 1 is \(\langle \Phi(t) | i(\Phi(t)) \rangle\), the autocorrelation function of the wave packet \(\Phi\) prepared on an excited-state potential surface after the spectroscopic transition, with the wave packet \(\Phi(t)\) developing on this surface with time. In the absence of coupling terms between the normal coordinates, the total autocorrelation in a system with \(K\) coordinates is given by

\[
\langle \Phi(t) | i(\Phi(t)) \rangle = \prod_{k} \langle \phi_k(t) | i(\phi_k(t)) \rangle
\]

(2)

where \(\phi_k\) is a wave packet associated with coordinate \(k\) (\(k = 1, \ldots, K\)) and is a two-dimensional vector: \(\phi_k(Q_k, j)\), where \(Q_k\) is the coordinate along mode \(k\) and \(j = 1, 2\) is an index over the two electronic states. In the following, we will eliminate the index \(k\) and consider only a single coordinate. The \(t = 0\) wave packet is then defined as

\[
\phi(t = 0) = \mu \chi_i
\]

(3)

or, more explicitly,

\[
\phi(Q, j, t = 0) = \sum_{j=1}^{2} \mu_j \chi_i(Q)
\]

(4)

Here, the subscript \(i\) denotes the initial state; \(\chi_i\) is the lowest-energy ground-state eigenfunction. We do not label \(\phi\) by the initial state index \(i\) to avoid clumping with indices, but the wave packet depends on the initial state. The signs of the transition dipole moments \(\mu_j (j = 1, 2)\) depend on the direction of the electron transfer. For antiparallel transitions, the signs are opposite, and for parallel transitions, they are the same. The diagonal elements, \(H_j\)'s, of the Hamiltonian are

\[
H_j = -\frac{1}{2M} \nabla_j^2 + V_j(Q)
\]

(5)

where \(V_j(Q)\) is the potential energy as a function of the configurational coordinate \(Q\) and \(-1/2M\nabla^2\) is the nuclear kinetic energy.

When two coupled surfaces that represent the excited state are involved, we need to keep track of two wave packets, \(\phi_1\) and \(\phi_2\), moving on the two coupled potential surfaces.32–34 The wave packet \(\phi(t)\) is given by the time-dependent Schrödinger equation:

\[
i \frac{\partial \phi(t)}{\partial t} = \left( \begin{array}{cc} H_{11} & V_{12} \\ V_{21} & H_{22} \end{array} \right) \phi(t)
\]

(6)

(where now the subscript denotes the electronic state, \(j = 1\) or \(2\), the diagonal elements \(H_j\)'s of the total Hamiltonian are given in eq 5, and \(V_{12} = V_{21}\) is the coupling between the two diabatic potentials. The total overlap \(\langle \phi | \phi(t) \rangle\) is calculated as

\[
\langle \phi | \phi(t) \rangle = \langle \phi_1 | \phi_1(t) \rangle + \langle \phi_2 | \phi_2(t) \rangle
\]

(7)

For simplicity, we chose harmonic potentials in all of the following examples, although the methods used are not restricted by the functional form of the potentials. The displacement of the minimum of one electronic state from the other, from that of the ground state, \(\Delta Q\), is abbreviated as \(\Delta\) in this paper. The potentials are given by

\[
V_j(Q) = \frac{1}{2} k_j (Q \pm \Delta Q)^2 + E_j
\]

(8)

with \(k_j = 4\pi^2 M(h\omega)^2\) as the force constant, \(\Delta Q\) the positions of the potential minima along \(Q\), and \(E_j\) the energy of the potential minimum for state \(j\). These uncoupled potentials are illustrated in part 1 of the Discussion section. The coupling between the diabatic potentials for states 1 and 2 is chosen to be coordinate-independent in this paper, although the computational method allows us to use coordinate-dependent coupling. Note that different authors use the symbols for the coupling \(V_{12}\) or \(H_{ab}\) or \(\epsilon\) interchangeably. The symbol \(H_{ab}\) is used in the remainder of this paper, because \(H_{ab}\) is most commonly found in discussions of organic compounds. For excited states, the symbol \(H_{ab}^{ex}\) is used, and the superscript denotes coupling in the excited electronic state.

2. Emission Spectra. The fundamental equation for the calculation of an emission spectrum in the time-dependent theory is similar to that for the absorption spectrum calculation:

\[
I(\omega) = C \omega \int_{-\infty}^{+\infty} \exp(i\omega t) \left[ \langle \Phi(t) | i(\Phi(t)) | \exp\left(-\Gamma^2 t^2 + \frac{iE_{0}}{\hbar} \right) \right] dt
\]

(9)
and, by eq 3, 
\[ \chi_i = \text{const} \int_0^T \eta(t)w(t) \exp\left(\frac{iE_i}{\hbar}t\right) dt \] (10)

where \( \chi_i \) denotes the eigenfunction corresponding to the eigenvalue \( E_i \). \( \eta(t) \) is the time-dependent (propagating) wave function, which initially is located arbitrarily on the surface, and \( w(t) \) is a Hanning window function. Note that, for coupled potentials, each eigenfunction \( \chi_i \) is an array with two components corresponding to the two diabatic potentials that form the basis in the calculations (i.e., \( \chi \) is specifically \( \chi_i(Q,j) \)).

**Results**

The absorption spectra of the diphenyl radical cation, \( 1^+ \), and the monophenyl analogue, \( 2^+ \), are shown in Figure 1. The lowest-energy absorption band of \( 1^+ \) consists of two components at 17,900 and 25,900 cm\(^{-1}\). A higher-energy absorption band occurs with peak maximum at 29,600 cm\(^{-1}\). The lowest-energy absorption band of \( 2^+ \) consists of a single peak with band maximum at 22,500 cm\(^{-1}\). The low-temperature emission spectrum of \( 1^+ \) in acetonitrile glass, shown in Figure 1, consists of an unstructured band with its maximum at 14,215 cm\(^{-1}\) and a full-width at half-maximum (fwhm) of 2,230 cm\(^{-1}\).

**Discussion**

1. **Assignment.** Both components of the lowest-energy absorption band of \( 1^+ \) are assigned to a transition from the ground state, where the unpaired electron resides on the...
hydrazine unit, to a coupled excited state where the unpaired electron is located on one phenyl group or the other. This phenyl-to-hydrazine charge transfer assignment is supported by molecular orbital (MO) calculations, which give predominantly phenyl-to-hydrazine character to the HOMO and mostly N—N σ* character to the LUMO. The absorption band of $1^+$ at 29 600 cm$^{-1}$ is assigned as an (NN)$^+ \pi-\pi^*$ transition. The latter assignment is supported by the comparison of the spectrum of $1^+$ to that of the saturated hydrazine, $3^+(22/\text{BuIPr})$. The lowest-energy band of this aliphatic-substituted hydrazine has its band maximum at $\sim 33 \ 800 \ \text{cm}^{-1}$ and is assigned to the (NN)$^+ \pi-\pi^*$ transition. Although this band is over 3000 cm$^{-1}$ higher in energy than the (NN)$^+ \pi-\pi^*$ band $22/\text{PhH}_2^+$, it has been shown that the exact position of this band is very sensitive to the nature of the substituents at N.$^{36}$

2. Excited-State Mixed Valence. The excited-state mixed-valence behavior of the diphenyl molecule ($C_2$ symmetry) is modeled by two interacting harmonic potential energy surfaces in the excited state as shown in Figure 2. A single harmonic surface with its minimum at zero along the normal vibrational coordinate represents the ground state with the charge localized on the nitrogens. Two possible electronic transitions from the phenyl group to the hydrazine unit send the $+1$ charge to one phenyl group or the other. Symmetry requires that these transitions be equal in energy and occur with equal probability. In the model, these energetically equal transitions give rise to two diabatic surfaces in the excited state that are degenerate at $Q = 0$, each representing the system with the charge localized on one phenyl. The excited-state diabatics are displaced from the ground-state surface such that the Franck–Condon region of each diabatic has a nonzero slope that is equal in magnitude and opposite in sign. The diabatic surfaces couple, creating two new nondegenerate adiabatic surfaces (upper and lower curves) with an energy splitting of $\Delta E^a$ at $Q = 0$ between the lower- and higher-energy adiabatic surfaces. The degree of charge delocalization in the excited state is dictated by the ratio of $\Delta E^a$ to $\lambda^a$. In Figure 2, $\Delta E^a$ is sufficiently large to produce a single minimum in the lower adiabatic, that is, $H_{ad}^a > \lambda^a/2$. The surfaces are depicted along an asymmetric normal coordinate.

![Figure 2. Ground- and excited-state potential energy surfaces for (left) phenyl-to-NN$^+$ electron transfer in the monophenyl hydrazine ($C_2$ point group) and (right) excited-state splitting in the diphenyl hydrazine cation, $1^+$ ($C_2$ point group). Diabatic surfaces represent the excited state with the positive charge on the left (1) and the right (2). Upper ($E_u$) and lower ($E_s$) adiabatic surfaces are also shown.](image-url)

Figure 2. Ground- and excited-state potential energy surfaces for (left) phenyl-to-NN$^+$ electron transfer in the monophenyl hydrazine ($C_2$ point group) and (right) excited-state splitting in the diphenyl hydrazine cation, $1^+$ ($C_2$ point group). Diabatic surfaces represent the excited state with the positive charge on the left (1) and the right (2). Upper ($E_u$) and lower ($E_s$) adiabatic surfaces are also shown.

The absorption spectrum of $1^+$, as shown in Figure 1, reveals the effects of coupling along this asymmetric coordinate in the excited state. The two absorption band components at 17 900 and 25 900 cm$^{-1}$ correspond to the transition to the lower and upper adiabatic surface, respectively. The difference in energy between the two peak maxima, therefore, is directly related to the coupling along the asymmetric coordinate involved in the excited state. If the coupling had been zero, a single peak would have been observed in the absorption spectrum, because the transition to one diabatic surface produces the same spectrum as a transition to the other. This “zero-coupling” case is illustrated analogously by the absorption spectrum of $22/\text{PhBu}^+$, $2^+$, also shown in Figure 1. Because only one phenyl—hydrazine transition is possible, its excited state can be modeled by one displaced harmonic surface. Consequently, the lowest-energy absorption band of $2^+$ consists of a single peak at 22 500 cm$^{-1}$ that is between the energies of the two peaks of $22/\text{PhH}_2^+$.

3. Transition Dipole Moments. The transition dipole moments for transitions to the two diabatic states are equal in magnitude by symmetry. Their orientation depends on the geometry of the molecule. The projection of the transition dipole moments in the $xz$ plane for an M—B—M-type molecule is shown in Figure 3.

The relative orientation between the dipoles is defined by the angle $\beta$. When $\beta$ equals 180°, the dipoles are oriented in opposite directions along the $x$ axis and thus are opposite in sign. This orientation applies, for example, if the transition to the bridging group occurs from symmetry-equivalent groups linearly oriented on opposite sides of the bridge. In this case, the transitions are described as antiparallel. If $\beta$ equals 0°, the dipoles are oriented in the same direction along the $z$ axis and therefore have the same sign. These parallel transition dipole moments could result in a nonlinear molecule if the donating groups are on the same side of the bridge. In general, the dipole moments will form an angle between 180° (antiparallel) and 0° (parallel), and the vector components need to be determined. All of these factors determine the selection rules and the relative intensities of the bands as derived below.

The transition dipole moment matrix in the diabatic basis that represents the transition from the ground state to the two diabatic states is

\[
\mu = \begin{pmatrix}
0 & \pm \mu_1 & \mu_2 \\
\pm \mu_1 & 0 & 0 \\
\mu_2 & 0 & 0
\end{pmatrix}
\]  

(11)

The positive signs apply for parallel transitions, and the negative signs apply for antiparallel transitions. The transformation to the adiabatic basis gives...
Thus, the ratio of the oscillator strengths of the parallel and dipole components

\[
\begin{align*}
\mu = \begin{pmatrix}
0 & \pm\mu_1 \cos \theta + \mu_2 \sin \theta & \mp\mu_1 \sin \theta + \mu_2 \cos \theta \\
\mp\mu_1 \cos \theta + \mu_2 \sin \theta & 0 & 0 \\
\pm\mu_1 \sin \theta + \mu_2 \cos \theta & 0 & 0
\end{pmatrix}
\end{align*}
\] (12)

where

\[
\tan 2\theta = \frac{2H_{ex}}{V_1(Q) - V_2(Q)}
\] (13)

The adiabatic state represented by the wave function, \(\Psi^+ = \cos \theta \Psi_1 + \sin \theta \Psi_2\), is the in-phase combination of the diabatic functions. The out-of-phase combination of the diabatic functions is represented in the adiabatic basis by the wave function: \(\Psi^- = -\sin \theta \Psi_1 + \cos \theta \Psi_2\). In the adiabatic basis, the transition dipole to the surface represented by \(\Psi^+\) is \(\mp\mu_1 \cos \theta + \mu_2 \sin \theta\). For parallel transition dipole moments, the positive sign applies, and this function is nonzero everywhere along the \(Q\) coordinate. The physical meaning is that the transition from the ground state to the adiabatic surface associated with \(\Psi^+\) is electric dipole-allowed (in the adiabatic limit where \(H_{ad}^{ex} \gg V_1(Q) - V_2(Q)\)). In contrast, the transition dipole to the state represented by \(\Psi^-\) is \(\pm\mu_1 \cos \theta + \mu_2 \sin \theta\). The negative sign applies for parallel dipole moments, and this function is zero at \(Q = 0\) but is positive when \(Q > 0\) and negative when \(Q < 0\). The physical meaning is that the transition is electric dipole-forbidden at the internuclear equilibrium geometry but is vibronically allowed. In the case of antiparallel transition dipole moments, the signs are reversed; the transition to the surface represented by \(\Psi^+\) is dipole-forbidden and that to the surface represented by \(\Psi^-\) is dipole-allowed. The relative energies of these two states are determined by the sign of \(H_{ad}^{ex}\), which will be discussed in detail in the next section.

In general, transition dipole moments will be neither completely parallel nor completely antiparallel but instead will have vector components in both directions. A sketch of dipole moments relevant to \(1^+\) is shown in Figure 3. The transition dipole moment vectors have an angle \(\beta\) between them where \(0^\circ \leq \beta \leq 180^\circ\). For randomly oriented molecules and unpolarized light, the relative intensities of the low- and high-energy transitions will be determined by the vector projections of dipoles on the parallel and antiparallel directions as shown in Figure 3. In this figure, the direction of the parallel dipoles is defined as the \(+z\) axis and that for the antiparallel dipoles as the \(+x\) axis. The ratio of the parallel to antiparallel transition dipole components \(\mu_p\) and \(\mu_a\) (i.e., the ratio of the projections on the \(z\) and \(x\) axes, respectively) is

\[
\frac{\mu_a}{\mu_p} = \frac{\mu \sin \frac{\beta}{2}}{\mu \cos \frac{\beta}{2}} = \tan \frac{\beta}{2}
\] (14)

Thus, the ratio of the oscillator strengths of the parallel and antiparallel components, \(f_p\) and \(f_a\), is given by

\[
f_a = f_p \left(\frac{\tan \frac{\beta}{2}}{2}\right)^2
\] (15)

where

\[
f = C \int \frac{e(\omega)}{\omega} d\omega
\] (16)

The spectrum of randomly oriented molecules will be a superposition of the parallel and antiparallel spectra, and the ratio of the absorbivities of the two bands will be given by eq 15.

4. Sign of the Coupling, \(H_{ad}^{ex}\). The coupling between the two diabatic states can be either positive or negative. The sign of the coupling is rarely considered in electron-transfer spectroscopy because it does not affect ground-state intervalence spectra or electron transfer rates. However, the sign has a profound influence on excited-state mixed-valence spectroscopy because it determines the identities of the lowest- and highest-energy adiabatic states. The interactions of pairs of orbitals through bonds have been the subject of theoretical and experimental investigation\(^{37–50}\) following the pioneering work of Hoffmann et al.\(^{37}\) Theoretical investigations include relative signs of through-bond and through-space interactions,\(^{37–39}\) counterintuitive orbital mixing,\(^{40}\) and quantitative aspects calculated using MO methods.\(^{37,40–42}\) Experimental applications include splittings measured by photoelectron spectroscopy\(^{37,41,43,44}\) and electron or hole transport.\(^{39,45}\) In this section, a simple method for calculating the sign of the coupling inspired by Hoffmann’s analyses is presented. This method, named the neighboring orbital model, is used to derive the effect of the sign on the transition oscillator strengths. Relationships to group theoretically derived selection rules are also presented in this section.

The sign of the coupling determines which adiabatic state is lowest and which is highest in energy. The energy of the adiabatic state represented by the wave function \(\Psi^+ = (V_1 + V_2)/2 + H_{ad}^{ex}\). If the coupling, \(H_{ad}^{ex}\), is negative, then this adiabatic state is lower in energy than that represented by \(\Psi^-\) with energy \(E^- = (V_1 + V_2)/2 - H_{ad}^{ex}\). Given the selection rules derived in the previous section, the absorption spectrum of a molecule with parallel transition dipole moments \((\beta = 0^\circ)\) and negative coupling will consist of a strong low-energy band and a weak high-energy band separated by twice the coupling. A molecule with antiparallel transition dipole moments \((\beta = 180^\circ)\) and negative coupling will have an absorption spectrum consisting of a weak low-energy band and a strong high-energy band separated by twice the coupling. If the sign of the coupling is positive, the relative energies of the adiabatic states are reversed. In other words, the adiabatic state represented by the wave function \(\Psi^-\) is lower in energy than that represented by \(\Psi^+\). With positive coupling, a molecule with parallel transition dipole moments will have an absorption spectrum consisting of a weak low-energy band and a strong high-energy band, and a molecule with antiparallel transition dipole moments will have an absorption spectrum consisting of a strong low-energy band and a weak high-energy band.

What determines the sign of the coupling? For through-space coupling, the sign is intrinsically negative. The reason is reminiscent of simple MO theory where the in-phase overlap between two orbitals produces a bonding molecular orbital (no nodes), and the exchange integral \(\beta\) is thus defined as negative. However, when the coupling is mediated by other orbitals in a molecule, the sign can be positive. A simple physical representation that is relevant to \(1^+\) is shown in Figure 4.

In this molecule, the coupling between the phenyl groups is mediated by neighboring orbitals from the intervening hydrazine bridge, because the phenyl groups are too far apart to have significant through-space coupling. The most important of those orbitals are those closest in energy to the phenyl orbitals, because mixing will be greatest. The appropriate phenyl \(\pi\) orbitals contain one node, as shown in the figure. These two orbitals
are degenerate and, in the absence of coupling, can be represented either by the \( \pi \) system of the phenyl on the left and that of the phenyl on the right or by linear combinations of the left and right \( \pi \) systems. The linear combinations are in-phase \( \pi_{\text{Ph}} + \pi_{\text{Ph}} \) (labeled as \( S_{\text{Ar}} \)) or out-of-phase \( \pi_{\text{Ph}} - \pi_{\text{Ph}} \). The bridge orbitals of interest are the NN \( \pi \) bonding and the NN \( \pi \) antibonding orbitals. The NN \( \pi \) bonding orbital has the appropriate symmetry to mix with the in-phase combination, \( \pi_{\text{Ph}} + \pi_{\text{Ph}} \), and the NN \( \pi \) antibonding orbital has the appropriate symmetry to mix with the out-of-phase combination, \( \pi_{\text{Ph}} - \pi_{\text{Ph}} \). When the orbitals of the same symmetry mix, the degeneracy of the linear combinations, \( \pi_{\text{Ph}} + \pi_{\text{Ph}} \) and \( \pi_{\text{Ph}} - \pi_{\text{Ph}} \), is removed. As illustrated by the molecular orbitals at the center of Figure 4, the energy of the molecular orbital containing the \( \pi_{\text{Ph}} + \pi_{\text{Ph}} \) combination is higher than that containing the \( \pi_{\text{Ph}} - \pi_{\text{Ph}} \) combination. This is the opposite order from that expected if the usual through-space coupling was operative. Therefore, the coupling is positive. The energy ordering of the molecular orbitals obtained using this simple analysis is verified by DFT MO calculations.

The above analysis provides a simple physical picture of the origin of the sign of the coupling. When two diabatic states are coupled and the coupling is mediated by intervening orbitals from a bridging group, the sign of the coupling can be either positive or negative.

**Group Theory and Physical Picture.** The selection rules for the different polarization directions can be explained independently using group theory. The point group of the molecule is \( C_3 \). The “in-phase” linear combination of the phenyl \( \pi \) orbitals has \( b \) symmetry in this point group and the “out-of-phase” linear combination has \( a \) symmetry. As previously discussed, each linear combination mixes with the NN \( \pi \) orbital of the same symmetry, as shown in Figure 4. If this set of molecular orbitals for \( 1^+ \) is used, the ground-state electron configuration is \( (b)^2(a)^2(b)^2(a)^1 \). The irreducible representation of the ground state is \( 2^A \). The transition from the ground state to the first excited state (\( 2^A \) symmetry) is allowed in \( z \) polarization. These selection rules for the different polarization directions are illustrated schematically by the probability contour diagrams in Figure 5.

The transition dipole moment is given by \( \mu_{\text{er}} = \int \psi_r \cdot \hat{e} \cdot \psi_g \cdot \text{d} \mathbf{r} \) where the electric dipole moment operator, \( \hat{e} \), is represented in Figure 5 by a function that changes sign at the origin along the \( z \) or \( x \) axis. The ground state is represented by a hole in the highest-energy molecular orbital of Figure 4. For the \( x \) component of the electric dipole operator, \( \hat{e} \cdot \psi_g \) is represented by the ground-state wave function with a change of phase at the origin along the \( x \) axis where the negative sign is to the left of the \( yz \) plane. The third row of Figure 5 shows the excited-state wave function, which is represented by the hole in the higher-energy molecular orbital with the in-phase phenyl \( \pi \) system. The pictorial representation of the transition dipole moment, \( \int \psi_r \cdot \hat{e} \cdot \psi_g \cdot \text{d} \mathbf{r} \), is illustrated in the bottom row as the overlap of \( \hat{e} \cdot \psi_g \) with \( \psi_g \). The overlap is nonzero, representing an allowed transition. Similar pictures are used for \( z \) polarization in the bottom panel of Figure 5. The physical meaning derived from these overlap functions is the selection rules for the two excited-state mixed-valence transitions in the two polarization directions. The lower-energy transition from the ground state to the excited state represented by the molecular orbital with the in-phase phenyl \( \pi \) system is allowed in the \( x \) polarized direction, where the \( x \) direction corresponds to the antiparallel component of the transition dipole moment. Similarly, the higher-energy transition from the ground state to the excited state represented by the molecular orbital with the out-of-phase phenyl \( \pi \) system is allowed in the \( z \) polarized direction, where the \( z \) direction corresponds to the parallel component of the transition dipole moment. It is important to note that the difference in energy between the \( 2^A \) and \( 2^B \) excited states is the same as the energy difference produced by the \( H_{\text{iso}} \) coupling term. This correlation between the mixing of neighboring orbitals and the effective coupling it produces will be further addressed in future publications.
and emission calculations were carried out using the intensity ratios of the Raman spectrum in resonance with the lower-energy component. This band is low enough in energy so that overlap with the $\pi-\pi^*$ band is negligible. Although it is possible that the displacements along the symmetric coordinates do vary with respect to the upper and lower adiabatic surfaces, using one set of symmetric mode displacements is a good approximation for fitting the unstructured components of the absorption band.

Vibrational assignments are made by comparing the calculated vibrational modes with the observed resonance Raman frequencies as presented in Table 1. The symmetric modes below 600 cm$^{-1}$ involve significant C–N–N–C twist-angle change, and those between 619 and 1000 cm$^{-1}$ involve phenyl ring deformation and rocking. The modes at 1188 and 1205 cm$^{-1}$ are assigned to symmetric C–N stretching modes, and the mode at 1413 cm$^{-1}$ is assigned to a symmetric mode with significant N–N stretching character. The highest-energy modes at 1489 and 1586 cm$^{-1}$ involve phenyl ring CC stretching.

The structural changes that $1^+$ experiences in the mixed-valence excited state are explained by the resonance Raman data and vibrational assignments outlined in Table 1. Resonance Raman spectroscopy shows enhancement of many low-frequency modes assigned as C–N–N–C twisting modes. Higher-frequency modes involving either C–N or N–N stretches or both also show significant displacement. These structural changes are consistent with those expected for this type of electronic transition. On the basis of the MO calculations for $1^+$, the higher-energy electronic transition occurs from a molecular orbital that is bonding across the two C–N bonds to an orbital that is antibonding across C–N. Consequently, significant C–N bond length changes are expected to occur upon excitation. Similarly, the lower-energy electronic transition occurs from a molecular orbital that is bonding across the bridge to an orbital that is antibonding across the bridge. Therefore, a change in the N–N bond length is expected in the excited state. Because this electronic transition also promotes a change in nitrogen hybridization from sp$^2$ to sp$^3$, modes involving the C–N–N–C twist angle change are expected to be important.

6. Calculated Fit of Absorption, Emission, and Resonance Raman Spectra. After a brief explanation of the steps involved in the calculations, the parameters chosen to define the ground- and excited-state surfaces and the calculated fits to the electronic spectra are discussed. The experimental emission of $1^+$ is compared to that of the monophenyl species.

As previously discussed, the absorption spectrum of $1^+$ is a superposition of parallel and antiparallel spectra. Consequently, the calculated fit involves the sum of two spectra, one calculated using parallel transition dipole moments and the other using antiparallel transition dipole moments. The parameters that describe the ground- and excited-state surfaces (diabatic frequency, displacement, and coupling) along the asymmetric and symmetric coordinates are identical for the two calculations. The sum is weighted by the vector projections of the dipoles in the parallel and antiparallel directions to obtain the appropriate intensity ratio of the two components of the absorption band. The weighted sum involves a scaling factor which equals tan$^2(\beta/2)$ according to eq 15.

To calculate the spectra, appropriate parameters must be chosen to define the ground- and excited-state surfaces. First, the frequency must be chosen for the asymmetric mode of the excited-state mixed-valence surfaces. The asymmetric modes of $1^+$ are not expected to undergo significant enhancement in the resonance Raman spectrum. Therefore, only frequencies of modes that are exclusively IR-active were considered in defining

---

Figure 5. Top line: Ground-state wave function (hole formalism). Second line: Interaction of ground-state wave function with the vector potential of light (x-polarized in the top panel and z-polarized in the bottom panel) which places a node in the wave function. Third line: Excited-state wave functions (b symmetry in the top panel and a symmetry in the bottom panel). Fourth line: Nonzero overlap between lines 2 and 3 illustrating the nonzero transition dipole moment.
the ground- and excited-state surfaces along the asymmetric coordinate. The phenyl-to-hydrazine transition is expected to involve (phenyl)C=N stretching modes as well as CNNC twist modes. The resonance Raman data in Table 1 show that the symmetric modes that undergo the biggest distortions are the low-frequency CNNC twist modes. The asymmetric CNNC twist modes are expected to have similar distortions and occur in the same frequency region as their symmetric-mode counterparts, which occur around 500 cm\(^{-1}\). Therefore, from the experimental IR data, we chose the 542 cm\(^{-1}\) frequency to define the ground-state harmonic potential surface along the asymmetric coordinate. This choice is further supported by the MO calculation for this molecule, which yields an asymmetric normal mode at 487 cm\(^{-1}\) involving significant change in the CNNC twist angle. The coupling is defined by the peak separation in the experimental absorption spectrum. The optimal \(H_{\text{ab}}^{\text{ex}}\) for the diabatic surfaces along the asymmetric coordinate is 3750 cm\(^{-1}\). Changing this value by more than \(\pm 100\) cm\(^{-1}\) results in significantly poorer calculated spectra.

The value of \(H_{\text{ab}}^{\text{ex}}\) is determined from experiment (i.e., from the splitting in the absorption spectrum), whereas \(\Delta\) is not. Because resonance enhancement of the asymmetric modes in this molecule is extremely small, we cannot use resonance Raman intensity to obtaining a value for the displacement. The value of \(\Delta\), however, must be large enough so that the resulting structural changes for the vibrational mode are comparable to those associated with the symmetric modes for the same transition, yet small enough so that, with the experimentally determined coupling, the lower adiabatic surface possesses a single minimum, thus preserving the delocalization of the charge in the excited state. Because the asymmetric \(\Delta\) value is not defined experimentally, we chose a value of 0.8, which is comparable to the \(\Delta\) values of similar symmetric modes.

The absorption spectrum calculation includes both the asymmetric and symmetric coordinates. The frequencies and displacements of the symmetric modes are presented Table 1 and were discussed in section 5. The vibrational reorganization energy, \(\lambda_{\text{sym}}\), is 1586 cm\(^{-1}\) (the sum of the symmetric values from the resonance Raman experiment and the asymmetric value). Even after including the solvent component of the total reorganization energy, \(\lambda_{\text{sym}}/2\) is substantially smaller than \(H_{\text{ab}}^{\text{ex}}\) (3750 cm\(^{-1}\)) and consistent with the charge remaining delocalized in the excited state.

With these parameters defining the ground- and excited-state surfaces along the symmetric and asymmetric coordinates, the parallel and antiparallel spectra are calculated separately. After the antiparallel spectrum is scaled by a factor of 2.85, the two spectra are added, rendering the total spectrum. For the calculated fit of the room-temperature absorption spectrum, \(\Gamma = 1500\) cm\(^{-1}\). The scaled parallel and antiparallel calculated absorption spectra along with the total spectrum are presented in Figure 6 (top). As the figure reveals, the two components of the total calculated absorption spectrum occur at the appropriate energies and have the necessary intensity ratio and bandwidths to fit the experimental spectrum. The combination of the symmetric and asymmetric modes is required to produce the overall bandwidth and band shape. On the basis of the ground-state geometry, where the nitrogens have approximately sp\(^{3}\) hybridization, the angle between the two transition dipole moments, \(\beta\), was expected to be about 120°. If eq 15 is used with the absorptivity ratio from the calculated spectra, \(\beta\) is calculated to be 119°.

\textit{Emission Spectra.} Using the same parameters that define the ground- and excited-state surfaces for the calculation of the absorption spectrum, one can obtain the lowest-energy eigenfunction of the excited-state surface. After multiplying this eigenfunction by the appropriate transition dipole moment, the resulting initial wave packet, \(\phi_{i}\), is then propagated on the ground-state potential surface. The time-dependent overlap, \(\langle \phi_{i}(t) \psi(t) \rangle\), is calculated and used to generate the emission spectrum, shown in Figure 6 (bottom panel). The fit of the 15 K emission spectrum includes a damping factor, \(\Gamma\), of 400 cm\(^{-1}\).

It is of interest to compare the diphenyl cation experimental emission spectrum with that of the monophenyl species. Figure 1 illustrates that the emission spectrum of 1\(^+\) is red-shifted compared to that of 2\(^+\), consistent with the trend of the absorption spectra of the two compounds. The emission bandwidth of 1\(^+\) is nearly one-half that of 2\(^+\). This is explained by the difference in the excited-state surfaces of the two species. The strong coupling of 1\(^+\) yields a single minimum in the excited-state lower adiabatic surface, which is positioned at \(Q = 0\) along the asymmetric normal coordinate. Consequently, when the excited-state wave packet undergoes a vertical transition to the ground state, it experiences essentially zero slope and a narrow emission spectrum results. The emission spectrum of the monophenyl species has a wider bandwidth, because the uncoupled excited-state surface is displaced relative to the ground-state surface, and the excited-state wave packet in this case experiences a nonzero slope upon vertical transition to the ground state. The symmetric modes, which were discussed in the previous section, also contribute to the width of the emission spectra of both species.

\section*{7. Summary}

An excited-state mixed-valence model is used to explain the electronic transition of the diphenyl cation, 1\(^+\), a phenyl-to-hydrazine charge transfer. The absorption band consists of 2 components resulting from the transition to the coupled excited state. Emission from the lowest-energy vibronic level of the coupled excited state to the ground state is observed at low temperature. Band intensities in the resonance Raman spectra are used to determine the displacements of the totally symmetric normal modes. The absorption, emission, and resonance Raman
spectra are fit simultaneously by using the 18 dimensional potential energy surfaces (17 symmetric coordinates, 1 asymmetric coordinate). The time-dependent theory of spectroscopy and methodology are designed to calculate spectra involving coupled surfaces and are exact quantum calculations using the model Hamiltonian.

The energy separation between the two components of the absorption spectrum is a consequence of the magnitude of the excited-state coupling. When coupling is mediated by intervening orbitals from a bridging group, the sign of the coupling can be either positive or negative. The sign of the excited-state coupling is explained using a neighboring orbital model, which focuses on the molecular orbitals on the bridge that mix with the orbitals on the phenyl groups. The coupling in $1^+$ is positive, because after the phenyl and bridging orbitals of appropriate symmetry mix, the resulting MO with the out-of-phase combination of the phenyl $\pi$ systems is lower in energy than the in-phase combination.

The intensity ratio of the two components of the absorption spectrum is also related to the orientation of the transition dipole moments. The transition dipole moments associated with the phenyl-to-hydrazine electron transfer of $1^-$ consist of parallel and antiparallel vector components. In the diabatic basis, the transition dipoles in the antiparallel direction have opposite signs, whereas the dipoles in the parallel direction have the same signs. Upon transformation to the adiabatic basis with positive coupling, the dipole moment at the ground-state internuclear separation for the transition to the higher-energy adiabatic surface is nonzero for the parallel component and zero for the antiparallel component. Conversely, the dipole moment for the transition to the lower-energy adiabatic surface is zero for the parallel component and nonzero for the antiparallel component. The absorption spectrum is the sum of the spectra calculated using parallel and antiparallel transition dipole moments weighted by the vector product of the dipoles in the parallel and antiparallel directions.

The structural changes that the diphenyl cation experiences upon excitation are calculated from the resonance Raman intensities. The most highly distorted symmetric modes involve CNNC twisting motion in the low-frequency region and $C=N$ and $N=N$ distortions in the higher-frequency region. These changes are consistent with the phenyl-to-hydrazine charge transfer assignment, because the transition involves molecular orbitals that change bonding character across the $C=N$ and $N=N$ bonds. In addition, the electronic transition involves a change in nitrogen hybridization from approximately sp$^2$ to sp$^3$. The largest structural change that the diphenyl cation experiences is in fact a CNNC twist.

Excited-state mixed valence, although not investigated in detail until now, is expected to be an important contributor to the electronic spectra of many organic and inorganic compounds. The spectra will provide new information for understanding coupling in mixed-valence systems. The signature of a mixed-valence excited state is an absorption band consisting of two components. The energy separation between these two components is a direct measure of the magnitude of coupling, and the relative intensities of the two bands are governed by the details of the transition dipole moments.
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