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#### Abstract

We develop an improved stochastic formalism for the Bethe-Salpeter equation (BSE), based on an exact separation of the effective-interaction $W$ into two parts, $W=\left(W-v_{W}\right)+v_{W}$, where the latter is formally any translationally invariant interaction, $v_{W}\left(r-r^{\prime}\right)$. When optimizing the fit of the exchange kernel $v_{W}$ to $W$, using a stochastic sampling $W$, the difference $W-v_{W}$ becomes quite small. Then, in the main BSE routine, this small difference is stochastically sampled. The number of stochastic samples needed for an accurate spectrum is then largely independent of system size. While the method is formally cubic in scaling, the scaling prefactor is small due to the constant number of stochastic orbitals needed for sampling $W$.
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## I. INTRODUCTION

The Bethe-Salpeter equation (BSE), a many-body perturbation theory method, is becoming increasingly popular for predicting optical spectra of chemical systems. ${ }^{1}$ Physically, BSE goes beyond the time-dependent density functional theory (TDDFT) by the inclusion of the correct long- range exchange kernel in the effective interaction $W$. Numerically, however, the BSE is quite expensive, mostly due to the cost of generating the two-electron integrals of the effective interaction $W$, which scales formally as $\mathrm{O}\left(N^{4}\right)$, or in specially optimized cases, these integrals can be made at an $\mathrm{O}\left(N^{2}\right)-\mathrm{O}\left(N^{3}\right)$ cost, ${ }^{2,3}$ where $N$ is the number of electrons. Due to the steep scaling, the BSE is typically applied for systems with up to about 100 valence and conduction states. However, thanks to the many advancements in the algorithms used, ${ }^{4-7}$ the method was recently applied to a system of nearly 2000 total electrons. ${ }^{8}$

Recently, we developed a numerically efficient approach to the BSE that relies on a stochastic evaluation of $W .{ }^{9}$ In the BSE, in general, $W$ is applied on many-pair densities of states
(see later for details). Since its evaluation is linear in system size, systems with hundreds of active electrons become feasible.

In this work, we go a step beyond and show that not only is the action of $W$ obtained efficiently with a stochastic approach, but, equally important, the explicit matrix elements can be replaced by a stochastic sampling of the sea of pair-densities. This, in principle, limits the major cost of the BSE to quadratic scaling, thereby opening the possibility of calculating spectra for very large systems.

The key in our proposed approach is the numerically exact rewriting of the action of $W$ by subtracting and adding a simple Coulomb-like interaction $v_{W}$. Thus, the stochastic sampling only needs to be applied on this small difference $W-v_{W}$, with the bulk of the action of $W$ done by $v_{W}$. This stabilizes the stochastic approach, ensuring that for larger systems, we do not need more stochastic samples to represent $W$.

Choosing an analytical Coulombic-like interaction to substitute for $W$ has been done before in some efficient implementations of the BSE, ${ }^{10,11}$ but, here, we choose an optimized $v_{W}$, which is fitted to the actual $W$ of each system. The use of $v_{W}$ is also reminiscent
of TDDFT-based approaches with long-range exchange and a polarizable medium that mimics the dielectric function. ${ }^{12}$ In our work, since the $v_{W}$ is built from $W$, the $a b$ initio nature of the BSE is retained, while still reducing the complexity of the exchange to be similar to the traditional Fock exchange.

Using $v_{W}$ by itself also gives fairly reasonable spectral results. Thus, our work is not only a numerically more efficient way to calculate the BSE spectra, but gives an alternative, fairly cheap algorithm, at the same cost as the time-dependent Hartree-Fock (TDHF), which itself can be done cheaply with a stochastic approach, ${ }^{11,13,14}$ that has an improving accuracy for increasingly large systems.

The paper is organized as follows: The methodology is reviewed in Sec. II. Section III Shows the results for a variety of medium to large carbon- based systems. Conclusions follow in Sec. IV.

## II. METHODS

## A. Iterative BSE formulation

We first overview the methodology for obtaining spectra from the BSE for a given $W$ using an iterative method. The full derivation for this method from the time-dependent Hartree-Fock (TDHF) formalism was given in previous work on the BSE, ${ }^{9}$ and good reviews of this kind of derivation can be found in Refs. 15 and 16.

The starting point is a closed shell system with $2 N_{\text {occ }}$ electrons. The exciton (electron-hole) basis is a set of $n_{o}$ occupied (valence) states, $\phi_{i}, \phi_{j}, \ldots$, times a set of $n_{c}$ conduction states, $\phi_{a}, \phi_{b}, \ldots$, which are eigenstates of a zero order (typically DFT) Hamiltonian. Furthermore, we use the Tamm-Dancoff approximation (TDA), although the approach is generalizable to the full BSE.

The starting optically excited vector $f^{0}$ corresponds to the infinitesimal change to a ground state orbital, perturbed along a coordinate, in the direction of the laser polarization, which takes the form

$$
\begin{equation*}
f_{j a}^{0}=\left\langle\phi_{a}\right| x\left|\phi_{j}\right\rangle . \tag{1}
\end{equation*}
$$

The spectrum is then obtained from a matrix element $\delta(w-A)$, where $A$ is the Liouvillian operator of the BSE matrix, which governs the motion of the excitons:

$$
\begin{equation*}
\sigma(\omega) \propto \omega\left\langle f^{0}\right| \delta(A-\omega)\left|f^{0}\right\rangle \tag{2}
\end{equation*}
$$

where the broadened delta function is obtained by a Chebyshev series,

$$
\begin{equation*}
\delta(A-\omega)\left|f^{0}\right\rangle=\sum_{n} c_{n}(\omega)\left|f^{n}\right\rangle \tag{3}
\end{equation*}
$$

where $c_{n}$ is the numerical coefficient and $f^{n}$ the Chebyshev vector, obtained by iteratively applying $A$ on $f^{0}$. In practice, we find that the best results are obtained by simple smoothly decaying weights, in the spirit of those used in Ref. 17:

$$
\begin{equation*}
c_{n}(\omega)=\left|\frac{d \theta_{\omega}}{\omega}\right| \cos ^{2}\left(\frac{\pi n}{2 N_{\text {cheby }}}\right) \cos \left(n \theta_{\omega}\right), \tag{4}
\end{equation*}
$$

where $N_{\text {cheby }}$ is the number of Chebyshev terms used, which determines the frequency resolution. Here, we introduced the Chebyshev angle $\theta_{\omega} \equiv \cos ^{-1}(\omega / \delta A)$, where $\delta A$ is an upper bound on the
half-width of the spectrum of $A$. Note that without the $\left|d \theta_{\omega} / \omega\right|$ term, these weights would yield a delta function in $\theta_{\omega}$, and this term converts the overall function to a delta function over $\omega$.

Formally, $A$ is made from three terms: the diagonal, the Hartree, and the so-called direct terms (in a somewhat confusing notation, since it resembles Fock exchange):

$$
\begin{equation*}
A_{i a, j b}=\left(\varepsilon_{a}-\varepsilon_{i}+\Delta\right) \delta_{i j} \delta_{j b}+\kappa(i a \mid j b)-\left(\phi_{a} \phi_{b}|W| \phi_{i} \phi_{j}\right), \tag{5}
\end{equation*}
$$

where we introduced the electron and hole energies associated with the respective zero order eigenstates as $\varepsilon_{a}$ and $\varepsilon_{i}$, respectively, while the round brackets refer to an $\left(r, r|\cdots| r^{\prime}, r^{\prime}\right)$ notation, and $\kappa=2$ is used for singlet excitations and $\kappa=0$ for triplet excitations. $\Delta$ is a scissor shift that corrects the gap to match the accurate GW calculations and could, if wished, depend on the exciton (i,a) indices-as is especially important for small systems. ${ }^{18,19}$ In practice, we use the cheap sGW, i.e., stochastic GW (see below), to calculate the scissor term, ${ }^{20,21}$ and for further accuracy, we implement the scissor-shift, self-consistent $\mathrm{GW}_{0}$ approach, labeled $\Delta \mathrm{GW}_{0},{ }^{22}$ which post-processes the results of sGW and generally raises the gap by a few tenths of eV .

The Hartree integral is (assuming real orbitals)

$$
\begin{equation*}
(i a \mid j b)=\int \phi_{i}(r) \phi_{a}(r) v\left(r-r^{\prime}\right) \phi_{j}\left(r^{\prime}\right) \phi_{b}\left(r^{\prime}\right) d r d r^{\prime} \tag{6}
\end{equation*}
$$

where $v\left(r-r^{\prime}\right)=1 /\left|r-r^{\prime}\right|$ is the Coulomb interaction. Finally, the most numerically costly part involves the effective interaction

$$
\begin{equation*}
\left(\phi_{a} \phi_{b}|W| \phi_{i} \phi_{j}\right)=\int \phi_{a}(r) \phi_{b}(r) W\left(r, r^{\prime}\right) \phi_{i}\left(r^{\prime}\right) \phi_{j}\left(r^{\prime}\right) d r d r^{\prime} . \tag{7}
\end{equation*}
$$

Note that $W$ refers to the static part of the effective interaction, and we ignore here the effects of the dynamic part.

Numerically, one acts with $A$ on an arbitrary vector $f$ as follows:

$$
\begin{equation*}
g_{i a} \equiv(A f)_{i a}=\left(\varepsilon_{a}-\varepsilon_{i}+\Delta\right) f_{i a}+\frac{\kappa}{2}\left\langle\phi_{a}\right| \delta v_{H}\left|f_{i}\right\rangle-\left\langle\phi_{a} \mid y_{i}\right\rangle, \tag{8}
\end{equation*}
$$

where the grid-representation of the exciton is

$$
\begin{equation*}
f_{i}(r)=\sum_{b} f_{i b} \phi_{b}(r), \tag{9}
\end{equation*}
$$

while the exciton Coulomb density, $\delta n(r)=4 \sum_{j} f_{j}(r) \phi_{j}(r)$, is used to generate the Hartree potential

$$
\begin{equation*}
\delta v_{H}(r)=\int \frac{\delta n\left(r^{\prime}\right)}{r-r^{\prime}} d r^{\prime} \tag{10}
\end{equation*}
$$

The numerically expensive part in Eq. (8) comes from the direct term, involving the action of the effective interaction

$$
\begin{equation*}
y_{i}(r) \equiv \sum_{j} W_{i j}(r) f_{j}(r), \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
W_{i j}(r) \equiv \int W\left(r, r^{\prime}\right) \phi_{i}\left(r^{\prime}\right) \phi_{j}\left(r^{\prime}\right) d r^{\prime} \tag{12}
\end{equation*}
$$

In our recent work, ${ }^{9}$ we used the stochastic, time-dependent Hartree (i.e., stochastic $W$ ) approach, ${ }^{14}$ developed originally for
sGW, ${ }^{20,21}$ to evaluate each specific $W_{i j}$ function in linear scaling; see Ref. 9 for full details on this step of the method. The application of stochastic $W$ makes it feasible to study systems with up to several hundred valence states. Nevertheless, as there are $\simeq N_{v}^{2} / 2$ such terms for $N_{v}$ valence states, the overall cost is cubic in system size with a large pre-factor, so that including more than $\approx 300$ valence states will be numerically challenging.

Finally, we note that this method directly obtains the BSE spectrum without capturing all excitonic eigenstates of the system. As demonstrated in our previous work on the subject, ${ }^{9}$ specific excitonic states (for instance but not limited to the lowest energy exciton), can be purified out from this formalism using the filter diagonaliation approach. ${ }^{23,24}$

## B. Stochastic evaluation of matrix elements

To overcome the scaling problem, we use a stochastic representation of the sum. Specifically, we define a stochastic process, made from "instances." For each such instance, we define two independent stochastic vectors,

$$
\begin{align*}
& \bar{\beta}(r)=\sum_{l} \bar{\beta}_{l} \phi_{l}(r), \\
& \overline{\bar{\beta}}(r)=\sum_{l} \overline{\bar{\beta}}_{l} \phi_{l}(r), \tag{13}
\end{align*}
$$

where $\bar{\beta}_{l}= \pm 1, \overline{\bar{\beta}}_{l}= \pm 1$.
Using

$$
\begin{equation*}
\left\{\bar{\beta}_{i} \bar{\beta}_{j}\right\}=\left\{\overline{\bar{\beta}}_{i} \overline{\bar{\beta}}_{j}\right\}=\delta_{i j}, \tag{14}
\end{equation*}
$$

where curly brackets denote an average over many stochastic instances, consequently

$$
\begin{equation*}
\left\{\bar{\beta}_{i} \overline{\bar{\beta}}_{j} \beta(r)\right\}=\phi_{i}(r) \phi_{j}(r) \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta(r) \equiv \bar{\beta}(r) \overline{\bar{\beta}}(r) . \tag{16}
\end{equation*}
$$

Inserting the relations above to the numerically expensive effective potential term in Eq. (8), the latter becomes

$$
\begin{equation*}
y_{i}(r)=\left\{\bar{\beta}_{i}\langle r| W|\beta\rangle f_{\overline{\bar{\beta}}}(r)\right\}, \tag{17}
\end{equation*}
$$

where we defined

$$
\begin{equation*}
f_{\overline{\bar{\beta}}}(r)=\sum_{j} \overline{\bar{\beta}}_{j} f_{j}(r), \tag{18}
\end{equation*}
$$

while $\langle r| W|\overline{\bar{\beta}} \overline{\bar{\beta}}\rangle \equiv \int W\left(r, r^{\prime}\right) \bar{\beta}(r) \overline{\bar{\beta}}(r) d r^{\prime}$.
The resulting algorithm is thus quite simple. A large but finite number of stochastic instances, $N_{\beta}$, is defined. Then, one applies $W$ (calculated itself stochastically) on the stochastic representation of the valence density $\bar{\beta}(r) \overline{\bar{\beta}}(r)$, to yield a set of $N_{\beta}$ vectors, $\langle r| W|\bar{\beta} \overline{\bar{\beta}}\rangle$, which is stored and used in the Chebyshev iterative step, $f \rightarrow A f$. The formulas are further detailed in Sec. II C.

## C. Optimized attenuated interaction

## 1. Sampling a small difference

The formalism above is clearly a member of our stochastic approaches to quantum chemistry. ${ }^{11,13,20,25,26}$ The key in these approaches is the replacement of individual molecular orbitals by random orbitals, that are stochastic combination of individual orbitals. For example, a valence orbital is replaced by a stochastic combination of valence orbitals, etc.

A key practical point in this paradigm is that it is best to stochastically sample numerically small quantities. This is best achieved by sampling just the difference between the desired quantity and a simpler one, i.e., writing

$$
\begin{equation*}
W=\left\{W-v_{W}\right\}+v_{W}, \tag{19}
\end{equation*}
$$

where curly brackets indicate again a statistical average and $v_{W}\left(r, r^{\prime}\right)$ is an interaction that is "cheap" to act with. Here, we use the simplest such form, a translationally invariant, two-body interaction,

$$
\begin{equation*}
v_{W}\left(r, r^{\prime}\right)=v_{W}\left(r-r^{\prime}\right) . \tag{20}
\end{equation*}
$$

The specifics of $v_{W}$ are delineated later.
Using this decomposition, the action of $W$, Eq. (17), is modified to

$$
\begin{align*}
y_{i}(r) & =\left\{\bar{\beta}_{i}\langle r| W-v_{W}|\beta\rangle f_{\overline{\bar{\beta}}}(r)\right\}+\sum_{j} f_{j}(r)\langle r| v_{W}\left|\phi_{i} \phi_{j}\right\rangle \\
& =\left\{\bar{\beta}_{i}\langle r| W-v_{W}|\beta\rangle f_{\overline{\bar{\beta}}}(r)\right\}+\sum_{j} f_{j}(r) v_{W, i j}(r), \tag{21}
\end{align*}
$$

where $v_{W, i j}(r)=\int v_{W}\left(r, r^{\prime}\right) \phi_{i}\left(r^{\prime}\right) \phi_{j}\left(r^{\prime}\right) d r^{\prime}$.

## 2. Optimizing the effective interaction potential

The equation above is exact, no matter what $v_{W}$ is-a better choice of $v_{W}$ would simply lead to faster convergence of the sampling of $\left\{W-v_{W}\right\}$. Furthermore, to avoid the singularities of the Coulomb potential, we fit only the polarization part, i.e., $W-v_{W}$ $=W_{\mathrm{pol}}-v_{W_{\mathrm{pol}}}$, where $W_{\mathrm{pol}}=W-v(k)$, and, similarly, for $v_{W \text { pol }}$. Here, $v(k)$ is the Coulomb potential for finite systems, which is obtained with the Martyna-Tuckerman approach; ${ }^{27}$ this potential is the usual $4 \pi / k^{2}$ at high momenta, but levels off to a finite large value at $k=0$.

Given an arbitrary large system, we can ask what will be the optimized $v_{W}\left(r-r^{\prime}\right)$. Interestingly, the stochastic paradigm answers that question easily. Specifically, optimize the functional

$$
\begin{equation*}
J=\sum_{i j}\left(\phi_{i} \phi_{j}\left|\left(W-v_{W}\right)^{2}\right| \phi_{i} \phi_{j}\right), \tag{22}
\end{equation*}
$$

where again $i, j$ are the occupied states. Calculate the sum, then, stochastically:

$$
\begin{equation*}
\left.J=\left\{\langle\beta|\left(W-v_{W}\right)^{2}|\beta\rangle\right\}=\left.\left\{\int\left|\langle k| W-v_{W}\right| \beta\right\rangle\right|^{2} d k\right\}, \tag{23}
\end{equation*}
$$

where, as before, $\beta$ is a stochastic combination of the occupied twoelectron product terms from Eq. (16).


FIG. 1. (Top): The fitted $v_{W_{\text {pol }}}(k)$ potentials (red) and the bare Coulomb interaction $v(k)$ (black dots) for $\mathrm{C}_{96} \mathrm{H}_{24}$, shown for a range of $k_{x}$, for $k_{y}=k_{z}=0$. (Bottom): The ratio $v_{W}(k) / v(k)$ for this system, calculated for the same $k$-value range as in the top panel. The results converge quickly with the number of stochastic sampling functions, $N_{\beta}$.

Since our choice of $v_{W}$ is diagonal in momentum space, $\langle k| v_{W}|\beta\rangle=v_{W}(k) \beta(k)$, it is easy to show that the optimized $J$, giving $\delta J / \delta v_{W}^{*}(k)=0$, is obtained with

$$
\begin{equation*}
v_{W}(k)=\frac{\left\{\beta^{*}(k)\langle k| W|\beta\rangle\right\}}{\left\{|\langle k \mid \beta\rangle|^{2}\right\}} . \tag{24}
\end{equation*}
$$

In practice, a very small numbers of terms, typically, $N_{\beta} \approx 500$, is sufficient to converge the values of $v_{W}(k)$. This convergence is demonstrated in Fig. 1.

## 3. Replacing $W$ by the optimized attenuated interaction

If $v_{W}$ is a good enough approximation to $W$ so that the objective $J$ is sufficiently small, we may even, as mentioned, throw out the stochastic $\left\{W-v_{W}\right\}$ term in Eq. (21), i.e., approximate

$$
\begin{equation*}
y_{i}(r) \simeq \sum_{j} f_{j}(r) v_{W, i j}(r) \tag{25}
\end{equation*}
$$

More generally, we can approximate the full BSE by replacing $W$ by $v_{W}$, converting, thereby, the equation to the TDHF-like with a modified Fock kernel, where $\left|r-r^{\prime}\right|^{-1}$ is replaced by $v_{W}$. Note that simplified forms have been used to approximate $W$, see, e.g., Ref. 10 , but, here, the optimized attenuated interaction is based on the true system-dependent $W\left(r, r^{\prime}\right)$, yielding a fully $a b$ initio approach. We label the resulting method as Time-Dependent Optimized-Attenuated-Interaction (TDOAI).

## D. Overall algorithm

The overall algorithm is then

- First, a set of stochastic-GW calculations on the HOMO and LUMO is performed to find the necessary scissor shift.
- Second, a set of $N_{\beta}$ random representations, $\beta$, of the occupied-states product is calculated and stored, as per Eqs. (13) and (16).
- Each of these $\beta \mathrm{s}$ is then used as input for a stochasticGW calculation, yielding the action of the static effective interaction $\langle r| W|\beta\rangle$.
- The Fourier-components of the optimized attenuated interaction, $v_{W}(k)$, are then calculated from Eq. (24).
At that point, one has the optimized attenuated interaction, but there are still several possibilities for the dynamics, i.e., how to propagate and solve the BSE and with which terms included. We summarize four such possibilities, and Sec. III below exemplifies the first two, which use the Chebyshev approach [based on Eqs. (2), (3), and (8)].

1. The BSE kernel, in the Tamm-Dancoff approximation, can be calculated by stochastically sampling the $\left\{W-v_{W}\right\}$ difference, Eq. (21).
2. Another direction is to ignore the $W-v_{W}$ term and act only with the optimized effective interaction, $v_{W}$, i.e., use Eq. (25) instead of Eq. (21).
3. One could use the first option, but go past the Tamm-Dancoff approximation, i.e., include off-diagonal terms. The simplest option, without increasing the numerical effort substantially, would be to use the optimized attenuated interaction in the off-diagonal portion of the BSE. Since the off-diagonal BSE term (i.e., the term that goes beyond the Tamm-Dancoff approximation) is quite small, it should be accurate to replace it in $W$ entirely by $v_{W}$. This would reduce the numerical cost substantially compared to the full cost of applying $\left\{W-v_{W}\right\}$ stochastically in the off-diagonal term, which would have required a different sampling of the action of $W$, this time acting on an occupied-unoccupied pair density.
4. Finally, just like the second option above, we could use only the attenuated interaction, while avoiding the Tamm-Dancoff approximation. This could be done by either extending the exciton vector space to go beyond the TDA, or by replacing the Chebyshev method altogether by a full-fledged TDHF-like study that uses stochastic-exchange, ${ }^{11}$ but, here, the optimized TDOAI exchange-interaction $v_{W}$ would be employed; this direction would be pursued in a latter publication.

## III. RESULTS

We demonstrate the new method on a sample set of hydrocarbons, including linear acenes, polycyclic-aromatic hydrocarbons (PCH), and fullerene- based systems; see Table I and Fig. 2. The structures for these molecules were taken from Refs. 28 and 29, and the open source library associated with Ref. 30. For all systems, we use a generous box size, extended at least 6 bohrs beyond the edge of the molecule, with a grid spacing of 0.5 bohr. For the planar molecules, we use a grid size of 15 bohrs in the out-of-plane direction such that no size effects are seen on the DFT bandgap. All DFT calculations were performed with norm-conserving pseudo-potentials and used the PW-MT (plane wave Martyna-Tuckerman) local-density approximation (LDA) exchange-correlation functional. ${ }^{14,31,32}$

TABLE I. The grid size, number of occupied orbitals, and the chosen number of valence and conduction subset sizes for each system. The final column shows the remaining fraction of the polarization interaction, $W_{\text {pol }}$, not captured by the optimally fitted interaction, $v_{\text {Wpol }}$.

| System | $N_{g}$ | $N_{o}$ | $N_{v}$ | $N_{c}$ | $\frac{\left\langle\left(W_{\text {pol }}-v_{W \text { pol }}\right)^{2}\right\rangle}{\left\langle W_{\text {pol }}^{2}\right\rangle}$ |
| :--- | ---: | ---: | ---: | ---: | :---: |
| Nap | 50688 | 24 | 16 | 40 | 0.18 |
| Tet | 76800 | 42 | 24 | 64 | 0.13 |
| Hex | 113520 | 60 | 36 | 80 | 0.11 |
| Oct | 132000 | 78 | 45 | 100 | 0.10 |
| Cor | 69984 | 45 | 27 | 70 | 0.18 |
| C $_{60}$ | 195112 | 120 | 64 | 120 | 0.25 |
| Kek | 147000 | 108 | 54 | 110 | 0.09 |
| $\mathrm{C}_{96} \mathrm{H}_{24}$ | 324480 | 204 | 100 | 500 | 0.09 |
| $10-\mathrm{CPP}+\mathrm{C}_{60}$ | 381024 | 260 | 100 | 500 | 0.13 |

To determine the correct scissor shift, $\Delta$, in Eq. (8), we first correct the DFT bandgap through a stochastic GW calculation, ${ }^{20,21,33}$ done self-consistently. ${ }^{22}$ Furthermore, the dielectric correction, $W(k \rightarrow 0)$, was determined by a linear fit of the BSE spectra at
different grid sizes. ${ }^{9,34,35}$ The final scissor shift is then the sum of the dielectric correction and the GW bandgap correction.

The calculations of the action of $W$ on either deterministic or stochastic DFT orbital pairs, $\langle r| W\left|\phi_{i} \phi_{j}\right\rangle$ and $\langle r| W|\beta\rangle$, respectively, were done with only ten stochastic, time-dependent orbitals. Refer to Ref. 9 for explicit details of this step. The sGW calculations were done with a broadening of 0.1 hartree. A time-step $d t=0.1$ a.u. was used for a split-operator propagation, and "cleaning" (i.e., projection of the excited component of the orbitals to be orthogonal to the occupied space;see Ref. 9) was done every ten steps.

The number of samples needed for a deterministic calculation is $N_{v}\left(N_{v}+1\right) / 2$ for $N_{v}$ valence orbitals. In calculations where $W$ is acting on stochastic orbitals, $N_{\beta}=2000$ was generally used.

We first discuss the convergence of the fitted $v_{W}$ and how it compares with $W$.

Figure 1 shows the convergence of the fitting of the polarization portion of $v_{W}$. The top sub figure shows $v_{\text {Wpol }}$ in comparison to (minus) the bare Coulomb potential $v(k)$ for this finite system. Note that $v_{W_{\text {pol }}}$ is automatically zero at $k=0$ as $W_{\text {pol }}$ emanates from a polarization $\chi_{\text {pol }}$, which vanishes at $k=0$ due to the orthogonality of the particle-hole pairs that make it. (For periodic systems, this effect is counteracted by the singularity of the Coulomb potential at $k=0$, unlike finite systems, where $v(k=0)$ is large, but does not diverge, so, $W_{\text {pol }}(k=0)$ vanishes.)





(a)

(b)


FIG. 2. Structures and abbreviations for all the systems used in this paper.

FIG. 3. X-axis slice of $\langle r| W\left|\phi_{i} \phi_{j}\right\rangle$ and $\langle r| v_{w}\left|\phi_{i} \phi_{j}\right\rangle$, i.e., the action of the true $W$ (black) and the optimized $v_{W}$ (red) on a two-orbital pair density. In the top row, $W$ and $v_{w}$ act on the HOMO density ( $i=j=$ HOMO). In the bottom row, they act on the pair density of the HOMO $\times$ HOMO - 1 orbitals. The left part, column (a), is for tetracene, while column (b) shows the same plots for the much larger 10-CPP $+\mathrm{C}_{60}$.


FIG. 4. Spectra of singlet excitations for all systems using a BSE with deterministic orbitals (black) and the fully stochastic $v_{W}+\left\{W-v_{W}\right\}$ approach using $N_{\beta}=2000$ (red dots). The TDOAI calculation, where $v_{W}$ is used for exchange alone, is shown in gray. For almost all cases, the stochastic approach matches the deterministic optical gap to within 0.02 eV or better; the one exception was fullerene, where $N_{\beta}=5000$ was needed for convergence to 0.08 eV , in line with the lower quality of the $v_{W}$ fit (Table I).

In the bottom panel of Fig. 1, we compare the ratio between $v_{W}(k)$ and $v(k)$. The ratio is 1 for low $k$ due to the finite size of the systems, but levels down at higher $k$ values.

Table I shows the fraction of $W_{\text {pol }}$ left for stochastic sampling after removal of $v_{W_{\text {pol }}}$. This fraction is quite small and is clearly independent of system size. Additionally, it does not appear to change with the approximate dimensionality of the system-linear, planar, or spherical. Similarly, Fig. 3 shows, for a slice along the x -axis, the action of both $W$ and $v_{W}$ on two pair densities. The results are very similar, but the total magnitude is often decreased when applying $v_{W}$.

We now turn to the spectra. We used an iterative BSE Chebyshev procedure, and for all systems, the upper bound on the halfwidth of the Liouvillian was taken as $\delta A=16.5 \mathrm{eV}$. We used $N_{\text {cheby }}$ $=500$ terms [Eq. (4)], which is approximately equivalent to a Gaussian energy broadening with halfwidth of 0.08 eV . The effect of the broadening is negligible for the larger systems, where the spectrum is naturally quite broadened.

In Fig. 4, we show the spectra of all nine systems using a deterministic $\mathrm{BSE},{ }^{9}$ the $v_{W}$ only TD-OAI, and the stochastic


FIG. 5. X-polarization spectra for tetracene (zooming in on the dominant spectral peak at 4.75 eV ) at varying levels of stochastic approximation (colors), converging to the deterministic BSE (black dashes). The inlay shows the average variance over the $0-6 \mathrm{eV}$ spectral region from the deterministic spectra for each level of approximation, $N_{\beta}$, with the corresponding colors. The dotted curve is a fit to $1 / N_{\beta}$.
$v_{W}+\left\{W-v_{w}\right\}$ approach of this paper. Using $v_{W}$ by itself is only qualitatively accurate, but stochastic sampling of $\left\{W-v_{W}\right\}$ quickly restores the accuracy of the deterministic calculation.

As is clear from Fig. 5, at least $N_{\beta}=300-400$ stochastic samples are needed to get a 0.1 eV accuracy on the optical gap. Generally, the low-energy spectral peaks in Fig. 4 are converged to 0.02 eV at low energies by 2000 stochastic samples. (The one exception is fullerene, where the lowest-energy spectral peak converges to only 0.08 eV at $N_{\beta}=5000$; this is in line with the lower quality of the $v_{W}$ fit to $W$ for fullerene, see Table I.) Depending on the quality of $v_{W}$, we find, on average, that the $W-v_{W}$ formalism converges at least 20 times faster compared to that using a stochastic $W$ by itself, i.e., without using $v_{W}$.

The rapid convergence with $N_{\beta}$ implies that the stochastically sampled $\left\{W-v_{W}\right\}$ is generally numerically superior to the deterministic approach for systems with more than $\approx 70$ calculated valence orbitals. This is because of the $N_{v}^{2} / 2$ scaling of the number of pairs $W_{i j}$ when using directly the deterministic approach, Eq. (11).

TABLE II. Gaps (eV) from stochastic DFT at the LDA level, stochastic $G_{0} W_{0}$, self-consistent $\Delta G W_{0},{ }^{22}$ the stochastic BSE optical gap (this work), and a reference experimental optical gap.

|  | DFT | $\mathrm{G}_{0} \mathrm{~W}_{0}$ | $\Delta \mathrm{GW}_{0}$ | BSE | Experimental optical gap |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Nap | 3.4 | 7.6 | 8.0 | 4.3 | 4.1 | 36 and 37 |
| Tet | 1.6 | 5.1 | 5.4 | 2.7 | 2.6 | 36 and 37 |
| Hex | 0.8 | 3.7 | 3.9 | 1.8 | 1.9 | $38-40$ |
| Oct | 0.4 | 2.9 | 3.1 | 1.3 | 1.5 | $39-41$ |
| Cor | 3.2 | 6.7 | 7.1 | 4.3 | 3.7 | 42 |
| $\mathrm{C}_{60}$ | 1.7 | 4.4 | 4.7 | 2.3 | 1.8 | 43 and 44 |
| Kek | 2.1 | 4.8 | 5.1 | 3.2 |  |  |
| $\mathrm{C}_{96} \mathrm{H}_{24}$ | 1.2 | 3.0 | 3.1 | 1.9 | 2.0 | 45 |
| $10-\mathrm{CPP}+\mathrm{C}_{60}$ | 0.7 | 3.3 | 3.5 | 3.5 | $3.4^{\text {a }}$ | 46 |

[^0]In Table II, we summarize the evolution of the gap for each system. The results are in fair agreement with the experimental values, considering the Tamm-Dancoff approximation and the lack of dynamic corrections.

## IV. CONCLUSIONS

We introduced here, an optimized effective potential, $v_{W}$. to reduce the magnitude of the $W$ term in the BSE, enabling an efficient stochastic evaluation. With the introduction of $v_{W}$, the required number of stochastic orbitals is small relative to system size, thereby reducing the scaling of the method so that large system sizes are now feasible. The new algorithm was checked successfully on nine molecules of varying dimensions and sizes.

The present work overcomes the cost of the most expensive part in the BSE algorithm, preparing the action of $W$ on the product states, by dividing $W$ by an exchange-type potential, $v_{W}$, and a stochastically sampled remainder, $\left\{W-v_{W}\right\}$. There is however, lot of room for further scaling improvements. Currently, we do not implement the exchange in a particularly efficient way, so, the scaling is still cubic, but a fully stochastic exchange could further reduce the scaling. ${ }^{13,46,47}$ Similarly, for both the exchange part and the Coulombic part, i.e., the matrix elements in Eq. (8), a localized basis set would have reduced the scaling, as many exchange matrix elements would then vanish the grid extent, for the exchange integrals would be reduced. Once these improvements are made, the overall scaling of the method would reach a quadratic. ${ }^{7,8}$

Further work on this method will include fitting $W$ to a given $v_{W}$ interaction that goes beyond a translationally invariant interaction, but preserves the quasi-linear scaling of $\int v_{W}\left(r, r^{\prime}\right) \beta\left(r^{\prime}\right) d r^{\prime}$. An improved fit would make it possible to use very few stochastic samplings of the difference operator $\left\{W-v_{W}\right\}$ or just forgo this term completely, keeping only $v_{W}$.

Further improvements include the anti-resonant to resonant transition couplings to go beyond the Tamm-Dancoff approximation. As mentioned in Sec. II D, since the contribution of this "off-diagonal" coupling in the BSE is substantially smaller than that of the resonant $W$, they could be represented by $v_{W}$ alone rather than the full $W$, so, no additional $W$ samplings would be needed.

In addition, dynamical corrections are needed in many systems with dominant $n \rightarrow \pi^{*}$ and $\pi \rightarrow \pi^{*}$ excitations. ${ }^{48,49}$ While recent work has shown best results with a matrix perturbation theory method, ${ }^{50}$ TDDFT-type approaches have been successful at capturing double excitations with a dynamical exchange kernel. ${ }^{51-53}$

While the formalism we present is naturally suitable to systems with fairly extended active (occupied and unoccupied) states, its extension to systems where the optically active states are highly localized, e.g., defects in otherwise homogeneous solids, should be straightforward. In such cases, as far as the action of $W$, the occupied (as well as the active unoccupied) state space should be divided into a few isolated states, while the rest of the states would be treated stochastically, as is done here. This will be developed in a future publication.

Finally, the grid-based approach presented here should be extendable to basis-set techniques, since in the BSE stage, it just uses the eigenstates and eigenvalues, and those come from an underlying DFT calculation, which could be grid-based (as is done here),
or use basis-sets. Similarly, the action of stochastic $W$ via a timedependent Hartree propagation can also be done with basis-sets. The only fine points are that some of the intermediate calculations are most easily done on a grid, such as the calculation of the stochastic pair functions, $\beta(r)$, and the resulting convolutions; however, as these are mostly dependent on low wavelengths, rather rough grids could be employed, as is done in several basis-set techniques that use intermediate grids.

To summarize, our main point in this paper is that the optimized attenuated potential reduces the magnitude of the effective interaction $W$. This reduces the required number of stochastic samplings of $\left\{W-v_{W}\right\}$ to a manageable number, in the few thousands, enabling efficient BSE simulations. Furthermore, when fitting $W$ to a translationally invariant interaction (which is applied by convolution), the resulting TDHF spectra, with $v_{W}$ as the exchange interaction, are in quite good agreement with the exact $W$-based BSE results.
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