
1 
 

  Chem. 221 Notes (adapted from notes by 
Professor Alex .J. Levine) 
 
Overview: These notes are a mixture of typing up of notes by Professor Alex 
Levine (~75-80%) with some extras or modifications.   
The notes cover much of the minimum mathematics needed for physical 
chemists: 

 Linear algebra, matrices and bra-kets, linear equations and least square 
fitting. 

 Ordinary differential equations, special functions. 
 Complex integration. 
 Group theory – finite groups and Lie groups. 
 Delta Functions, Continuous basis-sets, Fourier transforms and integrals 

There are several missing parts, which may be inserted in later versions or 
covered in your other classes; the most important ones are: 

 Partial differential equations (elliptical and hyperbolic), Sturm Liouville 
forms 

 Probability 
 Numerical algorithms: especially Monte Carlo and Metropolis forms. 
 And for the advanced: Field theory (really part of physics) 

The two recommended references are: 
 Boas: Mathematical Methods in the Physical Sciences – very clear 
 Mathews and Walker, Mathematical methods of Physics – my favorite, 

more condensed than Boas but more lecture-notes-like so "easily flows", 
and covers some material not in Boas. 

Alternately, one could use: 
 Arfken – Mathematical Methods for Physicists  -- Very comprehensive. 
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Linear algebra: 
Overview: 
1. Vectors and Hilbert spaces, dot products  
2. Coordinate transformations, matrices, rotation (orthogonal) matrices. 
3. Bra-ket notation, completeness 
4. Applying several operations or matrices 
5. Determinants and Matrix Inverses, the Levi Civitta symbol 
6. Hermitian conjugates.  Hermitian and Unitary matrices. 
7. Diagonalization of matrices. 
8.  Hermitian matrices – real eigenvalues, orthogonal eigenvectors. 
9. Traces. 
10. Functions of matrices f(M) = Vf(λ)Vିଵ 
11. Non-orthogonal basis sets: orthogonalization (Grahm Schmidt, symmetric Diagonalization); or Generalized Diagonalization. 
12. Linear homogenous and inhomogeneous equations; regularization terms; variational solution, and least square fitting. 
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Basis of unit vectors: 
Vector: arrow with magnitude and direction; can be added.  We are familiar with them in 2D and 3D, but they are general. 
The starting point is a basis; in 3D it will be 1 2 3, ,e e e  (what we usually call a unit 
vectors in the x,y,z directions) and in general, for a d-dimensional space, it will be 

1 2 3, , ,..., de e e e . 
Further, we assume for most of the chapter that the basis is orthogonal and even orthonormal (later on we'll see how to take a general, non-orthogonal basis, and orthogonalize it).  What orthonormal means, is that we have a dot-product, and  the "dot product" of the unit vectors is 1 with themselves and zero with each other  

1 1
1 2
2 2

• 1
• 0
• 1
.etc





e e
e e
e e

  
Or generally 

i j ij e e  
Where we defined the Kronecker delta 

1       i=j
0 elseij      

This basis will give us what we call a coordinate system.   
 
Representing vectors as list of numbers: 
Given a coordinate system, associate a set of d numbers with the d-dimensional vector: 

1 associated with: ( , , )dx xr  
For 3D, for example, write: 

1 1 2 2 3 3x x x  r e e e  
(note that "1" refers to x-axis,  2: the y-axis, and 3: the z-axis.) 
More generally we'll write 
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1 1 2 2 3 3 1

1

...
Or even abbreviate using the:
 Einstein summation convention  

d
j jj

d
j j j jj

x x x x

x x





     

 

r e e e e

(repeated indicies are summed over)
r e e

 

Further, we allow complex coefficients and vectors. 
Insert: Hilbert spaces.  Everything we consider will be relevant to basis sets which are "infinite-dimensional" – "Hilbert spaces"; while this sounds scary, consider the orbitals of  a 1D harmonic oscillator, or the orbitals of hydrogen atom; to describe a general function of space, ߰(ݔ), we can expand our function in terms of such orbitals, ߶(ݔ), i.e., ߰(ݔ) = ∑ ܾ߶(ݔ).   Then, the coefficients, 
(ܾଵ, ܾଶ, … ) can be viewed as coefficients of a vector. 
The number of terms in such an expansion can be either infinite, formally, or if we expand numerically the number of terms will be finite.  For example, if we expand a 1D function, or a 3D function, in terms of 1000 basis functions, then we are using a vector space of length d=1000.  This vector space is much "bigger" of course then the space associated with 1D or 2D or 3D vectors, which have dimensions d=1, 2 and 3, respectively, but otherwise is similar. 
 
Extracting the coefficients: 
Given 

1
=  d

j jj
xr e  

we can extract the coefficient xk by dot-product with ke  : 

1 1

1

• = •  = •

  (at the only j term that contributes is the k term)

k k j j j k jj j

j jk kj

x x

x x
 



 
 

e r e e e e
 

Note how this is easier with the Einstein summation convention,  
 • • •k k j j j k j j jk kx x x x   e r e e e e  
Either way, we find 

•k kx  e r  
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Dot product of 2 vectors 
Given the definition, we can calculate a dot-product operation.  For 2-D vectors, and 
let’s assume that the coefficients could be complex, we complex conjugate the left 
vector: 

   
1 1 2 2
1 1 2 2

*1 1 2 2 1 1 2 2
* * * *1 1 1 1 1 2 1 2 2 1 2 1 2 2 2 2
* * * *1 1 1 2 2 1 2 2
* *1 1 2 2
*

•
• • • •

•

·1 · · ·10 0

i i

a a
b b

a a b b
a b a b a b a b
a b a b a b a b
a b a b
a b

 
 

  
   
   
 


A e e
B e e
A B e e e e

e e e e e e e e  

And in general the proof is the same: 
* * * *

, , ,
• • •

And with the repeated-index summation convention
i i j j i j i j i j ij i ii j i j i j i j

a b a b a b a b       A B e e e e  

*• i ia bA B  

Magnitude of vectors: 
Note that we need the magnitude if vectors.  In 3-D real vectors have the norm: 

2 2 21 2 3 .x x x  r  
For complex vectors, we need a conjugation.  For example, even in 1D, consider the vector 
 1 1 1 1 1 1(1 )      i.e.,      where 1d di a a i    r e r e  
The magnitude of that vector is  

* 2 21 1 1| | (1 )(1 ) 1 1 2d a a i i      r  
This is why we took the complex conjugation – so the norm is real and positive. 
 
The dot-product of a vector with itself is therefore squared norm.  For 3D vectors 

   ** 1 1 2 2 3 3 1 1 2 2 3 3
* * 2| |ii

x x x x x x
x x

      
  

r r e e e e e e
r r r

 

And in general 
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  1
2

1 1
2 22 * *

1
| | .d

i i i ii i ix x x x x
            r

 
where in the last equality we again used the Einstein summation convention. 
A side note on generalized norms: 
 Formally, the norm we use this is one member of a general family of norms, Lk norms, defined as 

 
1

1
.

k

d k
L i i kx

   r  
The norm as we know it is L2; However, many modern applications benefit from 
using the L1 norm, 

1 i
d

i
x ,and much of the advances in using the L1 norm were made 

in the UCLA math. department since 2000. 
End of side note (From now on norm will be for us only the L2 norm). 
 
Back to regular norms. 

Geometrical dentition of dot product: 

 
As you know, the dot-product of two vectors is the norm of the two vectors times the cosine of their angle (this can be proved as we'll do for 2-D -- and also 3-D --space, but is actually the definition of a cosine of an angle in higher order space)    
Let's see that in 2D.   
Given A and B, take the x-axis along, say, B. (see figure).  In this subsection, consider the vectors real, for simplicity. 
Then: 
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 1 1 2 2 1 1 1 1

1
1

• •
But
b | |

| | co   (see Figure). So:
 

s
• c
. .D

o
Q .

s
E

a a b a b

a 


  





A B e e e

B
A

A B A B
 

Better definition of vectors: 
A vector is an n-tuple of #'s that transform in a specific way under rotation, as explained later. 
Formally: vectors are "tensors of rank 1". (We will not discuss tensors – but they are important and learn about them later). 
Example: coordinate transformation 
Let's specialize first, for simplicity, to 2D REAL vectors 
Consider same vector in 2 diff. coordinate systems: (See figure). 

 
i.e., relate the representation of the vector, i.e., its coefficients, for two different basis sets: 

 
1 1 2 2
1 1 2 2' ' ' '

v v
v v

 
 

v e e
v e e  

Two diff. sets of #'s, 1 2' , 'v v and. 1 2,v v , both represent the same physical vector. 
Note that (see figure): 

1 1
1 2
' • cos
' • sin







e e
e e  
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The simplest way to obtain the coordinate transformation (i.e., to obtain 1 2' , 'v v  
from 1 2,v v ) is algebraic: 

 
1 1 2 2 1 1 2 2

1 1
1 1 1 1 2 2 1 1 1 2 1 2 1 2

' ' ' '
' '
' ' ' ' cos sin

v v v v
v
v v v v v v v 
   
 
        

v e e e e
e v
e e e e e e e  

And similarly, ݒଶᇱ = ߶ݏଶܿݒ −  ߶݊݅ݏଵݒ

Coordinate transformation through matrices 
Using the algebraic form we then write, in general (following the 2nd, algebraic way): 

' '
' ' • ' • ' •

k k
j j

l l l k k l k k

v
v

v v v



  

v e
v e

e v e e e e
 

i.e., defining: 
' •lk l kM  e e  

we get: 
'l lk k lk kk

v M v M v    
I.e., in matrix form we write: 
 'v Mv   
where v' and v are now column vectors, and M is a matrix. In pictorial form,  

'                              v M v

                        



     





 

I.e., the k'th element of the column vector v' is obtained by summing element by 
element the k'th row times the full column v. 
Note that the rotation we discuss  not a rotation of the vector itself, v, instead 
what we rotate is the coordinate system used.  (Later we'll consider rotations of 
vectors). 
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In 2D this is quite interesting; we convert the equations we saw (
1 1 2 2 1 2cos sin ,      ' ' sin cosv v v v vv        ) to a matrix form 

1 1
2 2
' cos sin
' sin cos

v v
v v

 
 

              
I.e., the rotation matrix is  

cos sin
sin cosM  

 
      

You can verify that indeed this rotation matrix is the same as the general expression, 
' •lk l kM  e e :,  

11 12 1 1 1 2
21 22 2 1 2 2

' • ' •cos sin
' • ' •sin cos

M MM M M
 
 

              
e e e e
e e e e  

Back to M: M is the transformation matrix between the old and new coordinate system. 

Bra-ket notation: 
We are going to introduce a notation that you may find cumbersome and unnecessary at this stage, but will be very important later: the bra-ket notation.  We'll use it interchangeably with the regular notation.  It is extremely important when we consider complex vectors and functions, and makes quantum mechanics much more elegant, as Dirac has shown (after finishing this course read his 1930 Quantum Mechanics book – the elegance of the presentation and ideas is sheer enjoyment). 
We will introduce it for real and complex vectors. 
In the bra-ket notation vectors are denoted by v  (ket), and a conjugate of a 
vector by v  (a bra).   
The ket v  is really a vector, i.e., is independent of the coordinate system used.  
The power of the bra-ket notation comes when we look at the dot-product. 
For general complex vectors, their dot product is  

* •a b a b  
Note that the order determines the result: 

*a b b a  
Linearity 
The ket is, for us, a vector, so it is linear, i.e.,   
 a b a b  a b a b  
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Note that the bra is not exactly linear, i.e., the coefficients are complex conjugated, i.e.,  
*a aa a  

The reason is that the bra is essentially a complex conjugated vector, as we saw. 
 
Let's say that we're in a 2D space.  Then, we can use a coordinate system defined 
by two kets, 1 2,e e .  These vectors are orthogonal, so 

1 1 1 1
1 2

• 1
0

.etc

 


e e e e
e e  

Write a general vector in this 2D space, i.e., a general ket, as  
1 1 2 2v v v e e  

This is of course completely equivalent to 1 1 2 2v v v e e .   We allow the vector to 
be complex, so the coefficients can be complex. 
"Dotting" by the basis-set gives 

1 1 1 1 2 2 1 1 1 2 1 2 1

2 2
Similarly

v v v v v

v

    



e v e e e e e e e

e v
 

Analogously, for a general basis fulfilling 
ii jj e e , 

the coefficients of a general vector 
 j jvv e  
are obtained as 

j jv  e v .. 
Note the relation between a ket and its representation.  Often, we confuse it.  For example, rewriting what we did on dot products, we get  
 *j j k k j k j ku u u v u v e e e e , 
i.e., 

*j ju vu v  
If we define a 2*1 matrix (which we colloquially call a vector): 
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1
2
1
2

vv v
uu u

    
    

 , 

then, define the Hermitian conjugate of the column vector as the complex conjugate of the transpose of the vector (the same definition will work below for matrices), i.e.,  † *1 *2u u u  

Note that u was a 2*1 matrix, called column vector, and †u is a 1*2 matrix, a row 
vector. 
  
So we can write the dot product as 

 *2 1† *1 2
vu v u u v
     u v

.
 

Note that v is not really a vector in the same sense that the ket |v> is, since it depends 
on coordinates; it is merely the representation of the ket in a basis-set.  But we will 
often go back and forth and call v, the 2*1 tuple of numbers, a vector. 
Finally, the dot product is the norm squared, as we saw: 

† * 2| |j jjjv v v v v   v v
 

All the expressions we derived are valid for a general case, of course, of a d-dimensional vector. 

Completeness 
Finally, we can derive a very useful (and especially transparent expression in the bra-ket notation) of completeness: 
 1 (or 1   in the Einsten's summation convention)j j j jj

  e e e e
   

 

Proof: 
Apply this to an arbitrary vector   
 k kk

cc e   

And we’ll get the same initial vector 
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jkj j k j j k k j k kj kj kj kj
c c c      e e c e e e e e c , Q.E.D. 

Matrices and operators in the bra-ket notation: 
A general operator on kets or vectors is defined as a mapping from one vector to 
another: 

L u v  
We'll usually limit ourselves to linear operators.  Linear operators are those that fulfill: 

a b a b  L a b L a L b  
We can write linear operator through a linear matrix, as follows (we use in the 
derivation the Einstein summation convention):   

             Starting as: 

                      

We then inse

g ing

rt

iv
k k

k k k k

v

v v





 

L v

L

u

v

u e L

e

e

 

But since  is a ket, we can also expand it 

where the coefficients are obtained by "dotting" by a bra:

. .,

j j

j j j k k j k k

u

u v v
i e



  

u
u e

e u eLe eLe
 

j jk ku L v      

 

where the matrix L  is related to the operator asjk  
jk j kL  e eL  

In matrix form, we can write this as  
 u Lv  
where u is a column vector, L is a matrix, and v is a column vector:, as we saw. 
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                               u L v

                        



     





 
The ket and vector and matrix notations are so intertwined, we'll use them interchangeably  
So to summarize: We have 3 ways to represent vectors  

 As abstract vectors, v 
 As abstract kets, |v> 
 As column vectors, i.e., d*1 matrices. 

And similarly operators can be viewed in 2 ways: 
 As abstract operators 
 As d*d matrices 

Note on operations on vectors and coordinate transformation: 
A fine point which can get lost is the difference between operating on a vector and 
coordinate transformation.  When we operate on a vector, for example rotate it, the 
vector itself changes; when we do a coordinate transformation, the vector does not 
change but the basis set does.  See figure for the difference. 
 

 
Example for operator: rotation operator 
Let’s consider the linear operator of rotating a vector by an angle ߶,  R , which we 
abbreviate often just as R. 
R is defined formally by rotating the x-axis and the y-axis, i.e. (see figure above): 
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1 2
1 2

1
2

sin
co

  cos
ssin

 
 


  

R e
R ee

e e
e   

]And therefore, since   
 ij i jR  e R e   
We get   
 111 2122 2,c   sin ,    sinos RR R R       
i.e., 

cos sin
sin cosR  

 
      

Note that R is not the same as M, the coordinate transformation matrix we had before, 
cos sin
sin cosM  

 
     . 

In fact, ܴథ =  . థିܯ
This is understandable – see figure above – rotating a vector by an angle has the same 
effect on its coordinates as rotating the coordinate system in the opposite direction. 
End of rotation operator(for now, more later). 
Another example: stretching along an axis; 
You can verify, that in 2D the operator that stretches a vector by a factor of 3 along its y axis is  
 1 1 2 23 L e e e e  
(Apply this on a vector 1 1 2 2v v v e e ,  and get 1 1 2 23v v L v e e ).   
The associated matrix is  
 1 0

0 3L       

Applying two operations one after the other.   
Let’s apply two operations on a vector, L  and K (first K, then L). 



15 
 

   (implied summation)

( )

j j j m m
j j m m n n
j jm mn n
j jn n

b
b
b L K u
b LK u


 




b LK u
e LK u e L e e K u
e L e e K e e u  

I.e., a product of operator LK is represented by a matrix, which is a matrix product of 
the matrices of the individual operators LK. 
Example 
If we want, for example, to rotate a vector clockwise by an angle ߶ and then stretch it by a factor of 3 along the y-axis, we can represent the matrix for the two operations by the product of the matrices  

1 0 cos sin cos sin
0 3 sin cos 3sin 3cosLR    

   
                

Note that since the operators do not commute (ࡾࡸ ≠  the matrices do not ,( ࡸࡾ
commute. 
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Determinants and Matrix Inverses 
I presume that you saw before determinants, and know how to evaluate it formally, so I'll just present the formulae; for convenience, so as to avoid a plethora of indices, we will use a 3*3 matrix, and define the matrix as 3 row vectors, 

ܯ = ቆ
ቇࢉ࢈ࢇ = ൭

ܽଵ ܽଶ ܽଷܾଵ ܾଶ ܾଷܿଵ ܿଶ ܿଷ
൱ 

And 
det(ܯ) = ܽଵ det ൬ܾଶ ܾଷܿଶ ܿଷ൰ − ܽଶ det ൬ܾଵ ܾଷܿଵ ܿଷ൰ + ܽଷ det ൬ܾଵ ܾଶܿଵ ܿଶ൰ 

with  
ݐ݁݀ ൬ܾଶ ܾଷܿଶ ܿଷ൰ = ܾଶܿଷ − ܾଷܿଶ 

etc. 
A more revealing form is  

det(ܯ) =  ߳ܽ ܾܿ


 
where ߳  is the Levi-Civitta symbol (here for 3 indices, since we consider 
vectors of length 3 and therefore matrices of 3*3): 
ࣕ = , and in general any permutation of a pair of indices changes sign, 
 For reference once and all let's write down the 3!=6 nonvanishing symbols for a 3-index Levi-Civitta tensor, but the rule above should have been sufficient for you to reconstruct them:  

߳ଵଶଷ = 1, ߳ଶଵଷ = −1, ߳ଷଵଶ = 1, ߳ଵଷଶ = −1, ߳ଶଷଵ = 1, ߳ଷଶଵ = −1. 
Proof: we need to expand over ijk that are different; the expansion gives (with abbreviations, you can fill in the details): 
 ߳ܽ ܾܿ = ߳ଵଶଷܽଵܾଶܿଷ + ߳ଵଷଶܽଵܾଷܿଶ + ⋯ =


ܽଵܾଶܿଷ − ܽଵܾଷܿଶ + ⋯ = det(ܯ) 
This leads to several other interesting facts: 
First, a cross product can be represented by the Levi Civitta tensor,  
i.e.,  

ࢊ = ࢈ ×   ࢉ
Is the same as 

݀ =  ߳ ܾܿ


 
Proof: take, e.g., ݅ = 1.  Then, the second formula gives  
݀ଵ = ߳ଵଶଷܾଶܿଷ + ߳ଵଷଶܾଷܿଶ = ܾଶܿଷ − ܾଷܿଶ, Q.E.D. 
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Now from the definition of the determinant as det(ܯ) = ∑ ߳ܽ ܾܿ , it 

follows that 
det(ܯ) =  ܽ  ߳ ܾܿ


=  ܽ(࢈ × (ࢉ = ࢇ ⋅ ࢈) × (ࢉ


 

while this expression is obviously valid only in 3D, it reveals something very useful; specifically, recall that the length of ࢈ × ࢇ is the same as the area of the paralleloid defined by b, c (see figure); then when we dot with a we get that ࢉ ࢈)⋅ ×  .is the volume described by the 3 vectors, a,b,c ( and therefore det(M)) (ࢉ
 

 
 
This is a general property of determinants; a determinant gives (up to an overall minus sign) the n-dimensional volume encased by the n row vectors consisting the determinants – or n column vectors, since, as we won’t prove,  

det(ܯ) = det(்ܯ), 
So we could use either column or row vectors. 
(Also, we’re not consistent on the symbol for the dimensionality sometimes using “d”, sometimes “n”, sometimes “N”). 
Other properties of determinants: we can add or subtract to any row any constant times the other row (or to any column a product of the other column), without changing the determinant; 
 This is easily proved in the Levi Civitta notation, since then, e.g., when we add the 3rd to the first row: 

det(Mᇱ) ≡ det ൭
ܽଵ + ݂ܿଵ ܽଶ + ݂ܿଶ ܽଷ + ݂ܿଷܾଵ ܾଶ ܾଷܿଵ ܿଶ ܿଷ

൱ =  ߳  (ܽ + ݂ܿ)ܾܿ


 

=  ߳  ܾܽܿ


+ ݂  ߳ ܾܿܿ = det(ܯ) + 0


 
Where the last term vanishes since ߳  is antisymmetric in ݅, ݇ while it is 
multiplied by ܿܿ which is symmetric in i,k (so we have terms such as ߳ଵଶଷܿଵܾଶܿଷ + ߳ଷଶଵܿଷܾଶܿଵ = ܿଵܾଶܿଷ − ܿଷܾଶܿଵ = 0) 
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Note: in practice determinants are not evaluated from these defining formulas for matrices with dimensions bigger than 6, since the effort grows factorially in this simplest way (like n!).  Instead, one uses the Gauss-Jordan Elimination, not covered here, with a number of operations of about ݊ଷ. 
Inversion of M: is only covered here for square ("n*n") matrices.  As mentioned, it is practically done by Gauss Jordan elimination (won’t be reviewed),which takes  n3 operations – see book.  Alternately, for formal purposes, one writes the inverse as co-factors – this is something you saw before and won’t be covered here.   
The only important thing to remember is that ିܯଵ is proportional to 1/det(M) – so if the determinant of M is zero, i.e., if the vectors of M are dependent, then M has no inverse.   
This makes sense, and we'll prove it now (without reference to the explicit formulae).  
Proof: If det(M) is zero, the column vectors are linearly dependent (as are the row vectors).  That means that they are spanned by a basis with less than "n" vectors, where n is the dimension of the matrix (number of columns and rows).   Therefore, there is a vector, g, that's not in the basis spanned by the column vectors of M. 
Further: Now let's think on a matrix as a collection of column vectors (not row vectors as we had), i.e., 

ࡹ = ,) , …  (
where 

 ≡ ൭ܯଵଵܯଶଵ…
൱ 

etc., 
Then, multiplying a vector u by M, amounts to a weighted summation of the 
column vectors, i.e., 

࢛ࡹ = ଵଵݑ + ଶଶݑ + ⋯.  
(Proof: (࢛ࡹ) = ∑ ݑܯ = ଵݑଵܯ + ଶݑଶܯ + ⋯ = ଵݑ () + (ଶ)ଶݑ + ⋯) 
So it M had an inverse, then we could define ࢛ =  and then ,ࢍିࡹ
ࢍ    = ࢍିࡹࡹ = ࢛ࡹ = ଵଵݑ + ଶଶݑ + ⋯ . = 
So g would have been spanned by the column vectors of M, which is a 
contradiction. 
To conclude: for the matrix to have an inverse, its column vectors must be a 
basis, therefore its determinant needs to be non-zero. 
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Properties of inverse: 
ଵି(ܤܣ) =  ଵିܣଵିܤ

Proof: 
(ܤܣ)(ଵିܣଵିܤ) = ܤܣଵିܣଵିܤ = ܤ ܫଵିܤ =  ܫ

Similar properties for transpose: 
்(ܤܣ) =  ்ܣ்ܤ

Proof: (using the summation convention) 
்(ܤܣ) = (ܤܣ) = ܤܣ = ்ܣ ்ܤ = ்ܣ்ܤ = (்ܣ்ܤ)              ܳ. .ܧ   .ܦ

Note: An orthogonal matrix is defined as a matrix fulfilling 
ܴିଵ = ்ܴ 

The natural extension of these to complex matrices is unitary matrices, discussed 
shortly. 

Hermitian conjugates of operators 
The Hermitian conjugate of a matrix is defined as 
 † *( ) ( )ij jiM M  
i.e., the complex conjugate of the transpose. 

† † *)      (definit on)( iM M  
In bra-ket notation, the Hermitian-conjugate of an operator is defined to be an operator such that 

†
*†

   means that for any ket 


L b c
c L b b L c  

By definition, the matrix representation of a Hermitian conjugate of an operator is the Hermitian conjugate of the matrix of the operator; here's the proof:   **† †i j j i ijij L L e L e e L e  
As with kets and vectors, we'll move back and forth between Hermitian operators and matrices. 
Note: † † †( )AB B A  (prove this!) 
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An important point is that when we operate on a ket by an operator, the associated bra is related to the Hermitian conjugate of that operator.  Let's prove this in matrix form first 

 

If
,

where a and b are column vectors, i.e.,
j jk k

a Lb

a L b

             
  

 

 †

** * * †

† † †

then take the hermtian conjugate, i.e., 
complex conjugate and transpose (turning  into a row vector): 

or formally
( ) ( )

k jk k kjj
a

a b L b L

a b L L

 

 

 

In bra-ket notation: 

 

†

* * †
†

   implies

proof: take a general ket ;  dot the 2nd line with this ket, 
(by defintion) 

So  is equivalent completly to , . .,  we can identify both. i e




  

a L b
a b L

c
a c c a c L b b L c

a b L  

Hermitian and Unitary Matrices – extension of symmetric and 
orthogonal to complex matrices  
There are two types of matrices associated with  Hermitian conjugates: Hermitian matrices (or operators) and unitary matrices (or operators).   
A Hermitian matrix, also called Self-adjoint, is defined as a matrix that's equal to its complex conjugate, i.e., 

†      (Hermitian matrices)M M  
Similarly, a Hermitian operator fulfills † M M .  
 
A unitary matrix (or operator) fulfills: 

† 1
† 1 † †

     (Unitary matrices)
    (Unitary operator)  (so 1)

M M 



  M M M M MM  

Example: A unitary operator preserves the norm of a vector. 
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Say 
a U b  

where U is unitary.  Then 
†

† 1

  

a b U
a a b U U b b b b b  

i.e., the norm is preserved, as stipulated.  
 
Another type of matrices you should remember is idempotent matrices, fulfilling 

ܲଶ = ܲ 
Note that this implies that the eigenvalues of P (something we’ll talk about later) are all 0 or 1.  These matrices are important in electronic structure, since they are the density matrix of the electrons in the Hartree Fock or in the Kohn-Sham DFT approaches. 
 
Hermitian and unitary matrices have importance in Diagonalization of matrices, covered next. 
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Diagonalization of matrices 
For every linear operator or matrix L we can find an “easy’ basis, where the action of the operator (or matrix) is “easy”, i.e., is just a rescaling: 

kk kL v v  
And furthermore, the eigenvectors can be normalized, i.e., 1k k v v , but there 
are cases when this eigenvector basis will also be automatically orthogonal – we’ll learn later. 
Example 
For example, take a basis, e1 and e2 and define an operator L that exchanges these vectors.  In a matrix form,  
 0 1

1 0L       

This matrix corresponds to the operator that exchanges the basis-elements, i.e.,  

 

 

1 2
2 1

1 1 2 2

1 1 2 2 1 1 2 2 1 2 2 1

So for a general vector 
=

we operate with  as follows:
a a

a a a a a a






     

L e e
L e e

a e e
L

L a L e e L e L e e e

 

What will be the eigenvalue of this operator? We can guess it due to its simplicity 
As you can see in the figure, this operator corresponds to a mirror exchange around the x-y (north-east) line. 

 
Therefore, we can guess that one eigenvector will be a vector along the x-y line, which will be unchanged:  
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 1 1 2

1

1

. .,

1

2

1
2

2

i e
 

       

v e e

v

 

Where the 1/sqrt(2) is of course to normalize the eigenvector.  The operator does not do anything to this vector, i.e., as you can verify 

 
1 1

1

,
. .,

1
i e





L v v
 

The other eigenvector will be perpendicular in this case to the x-y line, i.e., it will lie along the north-west (or south-east) line, i.e., 
 2 1 2

2

1

. .,

1

2

1
2

2

i e
 

       

v e e

v
 

And 
2 2

2

,
. .,

1
i e


 
 

L v v

 
 
Diagonalizing in the general case: 
In the general case, we can write    

. .,
( ) 0

k k

k k

kL
i e
L I


 

v v

v  
I.e., the matrix ( )kL I  has a degenerate eigenvector.  As we learned this means 
that 

det( ) 0kL I   
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We can use this equation to find k , and then from it to find the eigenvector. 
Example: let’s use a more complicated example. 

2

3 1
2 1

So
3 1

2 1
0 det( ) (3 )(1 ) ( 1)2 4 5

L

L I
L I

 
    

    
      

         

 

16 20 4
. .,

4 4 24 4 22 2 2 2
1 2i

i e
i             

The eigenvector can be found from this, I won’t cover how this is done. 
Note: the determinant of ܮ − ߣ  will be a polynomial in ߣ of length d (where d is the 
size of the matrix), so , according to the theory of polynomials, there will be up to d 
different eigenvalues, i.e., a matrix of 10*10 will have at most 10 different 
eigenvalues, etc.  This is in line with what we said that the eigenvectors forma basis, 
since a basis cannot include more than the dimension of the system (or in matrix form, 
a basis cannot include more than the number of rows or column of the matrix). 
Diagonalization – general properties: 
We wrote that diagonalizing linear operators amounts to finding the vectors, and associated eigenvalues, such that  
 

〈࢜|ࡸ =  〈࢜|ߣ
Therefore, in any desired orthonormal basis, labeled ൛หࢋ〉ൟ, we expand the 
operator, and by now you know what's the resulting equation, i.e., dot product by 〈ࢋ|,  and insert ∑ |ࢋ〉〈ࢋ| = 1 , to get 

〈࢜|ࡸ|ࢋ〉 =  〈࢜|ߣ
〈ࢋ|ࡸ|ࢋ〉〈ࢋ|࢜〉


=  〈࢜|ߣ

We write the eigenvectors in the original basis as 
〈࢜|    = ∑ ܸ 〉    (where ܸࢋ| =  ,.i.e., V is the matrix where the eigenvectors are column vectors, i.e ,(〈࢜|ࢋ〉

ܸ = ,࢜) ,࢜ … ) 
So it follows that 

 ܮ ܸ


= ߣ ܸ. 
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And if we define the diagonal eigenvalue matrix (presuming the basis set has "n" vectors): 
ߣ ≡ 

ଵߣ ⋯ 0⋮ ⋱ ⋮0 ⋯ ߣ
൩ 

We get: 
ܸܮ =  ߣܸ

Further, multiplying by ܸିଵ on the right we get 
ܮ =  ଵିܸߣܸ

EIGENVALUES OF HERMITIAN MATRICES ARE REAL 
Proof:  Given an eigenvalue ߣ define the ࢇ = ,〈࢜| ࢈ ݀݊ܽ =  . ࢇ

ߣ = 〈࢜|ࡸ|࢜〉 → 
ߣ   = 〈ࢇ|ࡸ|࢈〉 = ∗〈࢈|ାࡸ|ࢇ〉 = ∗〈࢈|ࡸ|ࢇ〉 = ∗〈࢜|ࡸ|࢜〉 = ∗ߣ    ܳ. .ܧ  .ܦ

Note that this implies that eigenvalues of real symmetric matrices, which are a subset of Hermitian matrices, are real.  (But eigenvalues of general matrices could be complex, as we saw). 
Eigenvectors of Hermitian matrices are orthogonal (unless their 
eigenvalues are the same, in which case they still can be made to be 
orthogonal) 
Proof: take two eigenvectors   |࢜〉,   〉.  Then࢜|

0 = ࡸห࢜〉 − 〈࢜|ାࡸ = 〈࢜ห࢜〉ߣ − 〈࢜|ାࡸห࢜〉 = 〈࢜ห࢜〉ߣ −  ∗〈࢜|ࡸ|࢜〉
= 〈࢜ห࢜〉ߣ − ∗ߣ 〈࢜ห࢜〉 = ߣ) − ∗ߣ  〈࢜ห࢜〉(

So either ൫ߣ − ∗ߣ ൯ = 0, ݅. ߣ ,.݁ = 〈࢜ห࢜〉  (since the eigenvalues are real), orߣ =
0, i.e., the eigenvectors are orthogonal. 
Note that if there is more the one eigenvector with the same specific eigenvalue (e.g., as happens for the 2S and 2Px,2Py,2Pz orbitals of hydrogen), then we can still orthogonalize the eigenvectors, and make orthogonal (and orthonormal) eigenvectors. 
We can of course also make each eigenvector normalized, 

〈࢜|࢜〉  =  (݇ ݎ݁ݒ ݀݁݉݉ݑݏ ݐ݊) 1
Note that in that case (of orthonormal eigenvectors), then the matrix of eigenvectors is unitary, i.e.,  

ܸାܸ = 1   
(Proof: (ܸାܸ) = ∑ ܸା ܸ = ܸ∗ ܸ = 〈࢜ห࢜〉 = ߜ ) 
Mathews and Walker show that this is true not only for Hermitian matrices, but whenever a matrix ܮ and its conjugate ܮା commute:  
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ܸାܸ = , ܮ ℎ݁݊ݓ    1    ݁ݐݑ݉݉ܿ ାܮ
A little known example (beyond Hermitian matrices) is unitary matrices, i.e., we can find a unitary eigenvector matrix V for a matrix L if L is itself unitary! 

Traces 
Trace:  

(ܣ)ݎܶ = ܣ ≡  ܣ


 

(Note again that at times I use the Einstein summation convention, other times I 
don’t; also, it won’t be used outside this chapter.) 
An important property of trace is that even for non-commuting matrices, 

(ܤܣ)ݎܶ =  (ܣܤ)ݎܶ
Proof:  

(ܤܣ)ݎܶ = (ܤܣ) = ܤܣ = ܣܤ = (ܣܤ) =  (ܣܤ)ݎܶ
Therefore (cyclic property) 

(ܦܥܣ)ݎܶ =  (ܣܦܥ)ݎܶ
(proof: just define B=CD, and apply the theorem above).   
This leads to another property which will be very important later for matrix diagonalization: 

Functions of Matrices: 
Two useful facts: 

1) Any function (ࡹ)ࢌ of any matrix which could be diagonalized 
(essentially all) as ࡹ = (ܯ)݂ , can be written asିࢂࣅࢂ =  ; ଵିܸ(ߣ)݂ܸ
Proof: assume the matrix can have a taylor expansion, i.e., 
(ܯ)݂  = ݂ + ଵ݂ܯ + ଶ݂ܯଶ + ⋯ (where the f's are numbers)  

 then we can write 
(ܯ)݂  = (ଵିܸߣܸ)݂ = ݂ + ଵ݂ܸିܸߣଵ + ଶ݂ܸλܸିଵܸିܸߣଵ + ⋯ 

= ܸ( ݂ + ଵ݂ߣ + ଶ݂ߣଶ + ⋯ )ܸିଵ = .ܳ   ଵିܸ(ߣ)݂ܸ .ܧ  .ܦ
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2) We can relate the determinant of any matrix to the trace of its log: 
ࡹ = → ()࢞ࢋ (ࡹ)࢚ࢋࢊ =    (()࢘ࢀ) ࢞ࢋ

Proof:  let's diagonalize 
ܤ = ଵିܸߣܸ   → ܯ = (ܤ)ݔ݁ = ܸ (ߣ)ݔ݁ ܸିଵ → 

(ܯ)ݐ݁݀   = (ܸ)ݐ݁݀ ((ߣ)ݔ݁)ݐ݁݀    (ଵିܸ) ݐ݁݀
But (we don’t prove, let’s accept it) the determinant of a product is the 
product of a determinant, 

(ܤܣ)ݐ݁݀   = so det(ܸିଵ)    ,(ܤ)ݐ݁݀(ܣ)ݐ݁݀ = det(ܸ)ିଵ  
(as det(VVିଵ) = det(I) = 1     

and the determinant of a diagonal matrix is the product of its 
elements, i.e., 

(ܯ)ݐ݁݀  = ݐ݁݀ ݁ఒభ ⋯ 0⋮ ⋱ ⋮
0 ⋯ ݁ఒ

൩ = ݁ఒభ … ݁ఒ = ݁(ఒభା⋯ఒ) 

det(ܯ) = ்݁(ఒ) = ்݁൫ షభ൯ = ்݁()     ܳ. .ܧ  .ܦ
where we used 

(ܥܤܣ)ݎܶ =    (ܤܣܥ)ݎܶ
(ࡹ)࢘ࢀ  ݏ   = ܶ (ଵିܸߣܸ) = (ߣଵܸିܸ)ݎܶ =  (ࣅ)࢘ࢀ

Orthogonalizing basis sets: 
Given a linearly independent set of “n” vectors, |࢝〉, ,〈࢝| …we can make them into an orthonormal set, |ࢍ〉, ,〈ࢍ| …by one of several different methods. 
The simplest one is the Grahm Schmidt approach (see attached picture), 
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 where we  
(i) First, orthonormalize the first vector: 

〈ࢍ| = 1
ඥ〈࢝|࢝〉  〈࢝|

(ii) Then, orthogonalize the 2nd vector to make it orthogonal to the first, i.e., define 
〈′࢝| = 〈࢝| −   ,〈࢝|ࢍ〉〈ࢍ|

         Followed by normalization of the resulting vector: 
〈ࢍ| = 1

ඥ〈࢝′|࢝′〉  〈′࢝|

Continue like this with the next vectors, each time normalizing them to the previous one, and then normalizing i.e.,  

〈′࢝| = 〈࢝| − หࢍ〉〈ࢍห
ିଵ

ୀଵ
 〈࢝

〈ࢍ| = 1
ඥ〈′࢝|′࢝〉  〈′࢝|

Formally, this produces an orthonormal set (〈ࢍ|ࢍ〉 =  .(ߜ
In practice, when you try this on the computer, you may encounter round-off errors, e.g., when you orthogonalize the 21st  vector w.r.t. the 20th vector, your vector may not be orthogonal anymore on the computer to the 1st vector. – if this happens, you should repeat the Grahm Schmidt orthogonalization twice and in extreme cases even three times. 
Also the Grahm Schmidt approach is non-symmetric in its treatment of the vectors – i.e., the first vector is not orthogonalized to any other vector, while the last it orthogonalized to all previous vectors. 
Therefore, the Grahm Schmidt approach is perfect when you start from an arbitrary base and you want to produce the vectors before getting matrix elements.  However, in many cases you have already the matrix given in a non-orthogonal basis, and you want to treat it symmetrically  so it is better to start from a non-orthogonal basis, and treat it symmetrically then.  For this, we need to study how to do diagonalization in non-orthogonal basis, and then only covert to orthogonal basis: 

Non orthogonal basis sets: general, and diagonalization 
As mentioned, often is it very convenient to work in nonorthogonal basis set, 
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,〈࢝|} ,〈࢝| … ,  defined by the overlap matrix {〈ܖ࢝|
ܵ =  〈࢝|࢝〉

(and of course for orthogonal basis set, S=I),  This is very common in quantum chemistry, where the atomic basis sets that are sued are usually nonorthogonal.  I.e., even if we take H2 and use as our basis set two 1S orbitals, these orbitals are non-orthogonal.  The Molecular orbitals are orthogonal, but there are a lot of advantages to using orthogonal orbitals.  
The complicated thing about nonorthogonal basis sets is that we have to keep careful track of whether we are using a matrix or operator, as shown below. 
 Let's see what the nonorthogonality does to converting between operators and matrices.  First, given a vector b which we expand by the basis-set,  

〈࢈| =  ܾ


 〈࢝|
The coefficient ܾ are then found by dotting, i.e. define 

݂ ≡ 〈࢈|࢝〉 =  ܾ


〈࢝ห࢝〉 =  ܵ ܾ = (ܾܵ)


 
i.e., 

ܾ = ܵିଵ݂ 
Next, say we act on a vector, i.e., 

  
We can of course write the new vector in terms of the non-orthogonal basis set, i.e.,  

〈ࢉ| =  ܿ


 〈࢝|

And as before: 

ܿ = (ܵିଵ)〈࢈|ࡸ|࢝〉


= (ܵିଵ)


 ܾ〈࢝|ࡸ|࢝〉

i.e., 
ܿ = ܵିଵܾܮ 

Where 
ܮ ≡  〈࢝|ࡸ|࢝〉
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Symmetric Orthogonalization 
Note that the discussion above leads to one simple way of orthogonalizing the basis:  We first the eigenvector matrix of the Hermitian overlap matrix S,  

ܵ =  ାܷݏܷ
(where ݏ is a diangonal real matrix which can be shown to be positive deifnite), then use this to define 

ܵିଵଶ ≡  ଵଶ ܷାିݏ ܷ
And then define a new, orthogonal basis as  

ഥ࢝| 〉 =  ൬ܵିଵଶ൰


 〈࢝|
(Prove that this basis set is orthogonal!) 
(For your education – a completely different alternative is to use "bras" which are different than the kets and make the bra-ket product a unit matrix – you can read about it in the professional literature) 
Now let's move to an alternative, where we don’t make an orthogonal basis: 
Diagonalization with non-orthogonal basis set: generalized 
eigenvalue problem 
We learned that an eigenvector is defined as 

〈࢜|ࡸ =  〈࢜|ߣ
Let's expand  

〈࢜| =  ܸห࢝〉


 
So 

〈࢜|ࡸ =  ܸࡸห࢝〉


 
"dot" the highlighted equation with 〈࢝| to get: 

= 〈࢜|ࡸ|࢝〉 ∑ 〈࢝ห࢝〉 ܸ  ߣ
i.e.,  

〈࢝|ࡸ|࢝


〉 ܸ = (ߣܸܵ)  
Or 

ܸܮ =  ߣܸܵ
This is called the generalized-eigenvalue problem.  There are several ways to 
solve it; the simplest one is to multiply the specially highlighted equation by ܵିభ

మ, leading to  
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(ܵିଵଶ ܮ ܵିଵଶ) ܵଵଶܸ = ܵଵଶܸ ߣ 
So  if we define ܮത =  ܵିభ

మܮ ܵିభ
మ,  we diagonalize ܮത by finding ܮത = തܸ̅ߣ തܸ ା,  and then 

ܸ = ܵିభ
మ തܸ .   

Of course, you have to be careful of the ܵିభ
మ which can diverge; read the book by Szabo and Ostlund, Chapters 2-3, on how to handle this properly. 

Finally, we reach the last topic in this chapter: 

Linear System of Equations 
Let's consider a linear system of "n" equations for an unknown set of variables  {ܽ, ݆ = 1, … , ݊}.   For a start, say we have as many equations as variables: 

ଵଵܽଵܯ + ଵଶܽଶܯ + ⋯ + ଵܽܯ = ܾଵ 
ଶଵܽଵܯ + ଶଶܽଶܯ + ⋯ + ଶܽܯ = ܾଶ 

     … 
ଵܽଵܯ + ଶܽଶܯ + ⋯ + ܽܯ = ܾ 

 
we can write this of course as  

ࢇࡹ =  ࢈
e.g.,   ൭ 2 −3 9−0.4 2.7 312 8 −1.4

൱ ൭
ܽଵܽଶܽଷ

൱ = ൭ 7−17.25
൱    . 

 
The solution (i.e., the value of  a) depends on whether we have 

(i) Homogenous system, i.e. ࢈ = 0 -- then, the system of equations ࢇࡹ = 0 implies that the column vectors of M are linearly dependent, i.e., det(M)=0 
(ii) Inhomogeneous system, ࢈ ≠ 0, then ࢇ =  ࢈ିࡹ

Variational Solution of Inhomogeneous equations 
However, in practice ࢇ =  is very dangerous numerically, since many matrices are almost degenerate; Instead, it is highly recommended, if you need to, to use a variational method, something you'll see a lot ࢈ିࡹ

Define a "functional", i.e., a number that depends on the unknown vector (here it depends on "a"), and tries to minimize the deviation from Ma=b,  (i.e., the squared norm of ࢇࡹ −  :while adding a penalty term ( ࢈
ܬ  = ࢇࡹ) − ࢇࡹ)ା(࢈ − (࢈ +  ࢇାࢇߟ

= ࢇࡹାࡹାࢇ + ࢇାࢇߟ − ࢈ାࢇ − ࢇା࢈ +  ࢈ା࢈
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=  ܽ∗(ܯାܯ)ܽ +  ܽ∗ ܽ − ܾ∗ ܽ − ܽ ܾ∗


+ ܾ∗ ܾ 
where ߟ is a small number, a "regularization parameter"; then, we find the {ܽ} that gives the minimum value of the functional, by differenting J w.r.t. {ܽ∗} or w.r.t. ࢇା 

ܬ߲
ାࢇ߲ = 0 → ࡹାࡹ) + ࢇ(ߟࡵ − ࢈ାࡹ = 0 → 

ࢇ    = ࡹାࡹ) +  ࢈ାࡹି(ߟࡵ
 
(Note that we differentiate w.r.t. the complex conjugate variables, ܽ∗ as if the original variable is unchanged; this is 
generally true in complex functions of f(z,z*) – we can differentiate w.r.t. z independently of z*, and vice versa; if you don’t believe me you can differentiate w.r.t the real part and imaginary part of ܽ  separately, and you can get the 
same result) 

Advantages of the variational solution: 
The variational solution will equal the regular solution if ߟ = 0. (Verify!) However, in general it will be much more stable, i.e., there usually the solution is stable, within a range of ߟ between small and very small (but usually not zero). 
What ߟ does is introduce a "penalty" if the solution is large, thereby ensuring that we won’t have solutions which may formally be excellent but in practice are very large and susceptible to round-off errors, etc. 

Least Square Fitting  
Quite beyond this case of avoiding singularities in square-matrix inversions, this variational approach (with the "penalty term", ࢇߟାࢇ) indispensable when we have problems where the number of equations is not equal to the number of solutions, i.e., where we'll like to fulfill still ࢇࡹ =  .to the best of our ability" , but M is not a square matrix" ࢈
If the number of equations is smaller than the number of variables there are infinitely many solutions possible; in that case we'll like the "best" solution, which we can define to be the solution with the least squared norm ࢇߟାࢇ, so we have exactly the highlighted solution.  
If there are more equations than variables, we usually won’t be able to get an exact answer, but again we can minimize the total objective J, (i.e., the squared norm of ࢇࡹ −  .again resulting in the same equations ,(ࢇାࢇߟ plus squared norm of the solution ,࢈
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Differential equations 
Overview 

1. First order equations, integrating factor,  
2. Linear 1st order equations 
3. Linear 2nd order equations, different types of solutions 
4. homogenous and inhomogeneous solutions 
5. Saddle points and classifying differential equations 
6. Actually solving ordinary 2nd order differential equations  
7. Qualitative considerations 

 First order equations 
ݕ݀
ݔ݀ = ,ݔ)݂   (ݕ

In standard notation we write 
 ݂ = − ܲ

ܳ  
and weᇱll specify different ܲ, ܳ, later  ݅. ݁., 

ݕ݀
ݔ݀ =  − ,ݔ)ܲ (ݕ

,ݔ)ܳ  (ݕ
Only 1st derivative here  these are 1st order equations 
Also:   Only total derivative, not partial derivative  labeled as "ordinary" 
differential equations. 
Examples 
I.  If we can write P,Q as functions of x,y separately: P(x), Q(y):  

ݕ݀
ݔ݀ = − (ݔ)ܲ

 (ݕ)ܳ
Lead to separable differential equations: 

ݕ݀(ݕ)ܳ + ݔ݀(ݔ)ܲ 0 
Integrate from ݔ, ,ݔ   toݕ   ݕ

න ݕ݀(ݕ)ܳ න ݔ݀(ݔ)ܲ 0
௫

௫బ

௬

௬బ
 

We can throw the initial conditions, and just add a constant of integration to be 
evaluated some other way. 
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For example, Boyle's gas law, as fixed T and n,  
ܸ݀
݀ܲ = − ܸ

ܲ 
So 

ܸ݀
ܸ = − ݀ܲ

ܲ    → ܸ݈݃      = ݈ܲ݃− + ݏ݊ܥ .  
I.e., 

log(ܸܲ) = ݊ܥ . 
i.e. 

ܸܲ =  .ݐݏ݊ܥ
For an ideal gas, this "Const." is just ܴ݊ܶ . 
 
Example 2: 
Another option: ܲ(ݔ, ,(ݕ ,ݔ)ܳ  that yield an "exact differential", i.e., there's a  (ݕ
function ߶(ݔ,  such that (ݕ

߲߶
ݔ߲ = ,ݔ)ܲ  (ݕ
߲߶
ݕ߲ = ,ݔ)ܳ  (ݕ

Then 
݀߶ = ߲߶

ݔ߲ ݔ݀ + ߲߶
ݕ߲ ݕ݀ = ,ݔ)ܲ ݔ݀(ݕ + ,ݔ)ܳ ݕ݀(ݕ = 0 

So the solutions are ߶(ݔ, (ݕ =    .ݐݏ݊ܿ
Note that this is just like the potential, alluded to earlier in the course. 
 
Integrating factor: 
You can always find an integrating factor  ݔ)ߙ,  :so that (ݕ

,ݔ)ߙ ,ݔ)ܳ(ݕ ݕ݀(ݕ + ,ݔ)ߙ ,ݔ)ܲ(ݕ ݔ݀(ݕ 0 
and now the LHS is a total differential. 
In general this is tough but there are simple and commonly found cases where 
you can find a general prescription for the integrating factor: 
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Linear 1st order differential equations 
"linear" means linear in y, the dependent variable. We write it as   

(ݔ)݂ = (ݔ)ݕ −  (ݔ)ݍ
 so 

ݕ݀
ݔ݀ + ݕ(ݔ) =  (ݔ)ݍ

Then we want an integrating factor (ݔ)ߙ that's only a function of x, such that  

ߙ ݕ݀
ݔ݀ + ݕߙ =  ݍߙ

while having the left side as a total integral, i.e., we aim for having ߙ such that: 

ߙ ݕ݀
ݔ݀ + ݕߙ = (ݕߙ)݀

ݔ݀  

But the RHS equals ߙ ௗ௬
ௗ௫ + ݕ  ௗఈ

ௗ௫  ,  so that we want  
ߙ =  ,  ᇱߙ

i.e., 
ߙ = ݁∫ ൫௫ᇲ൯ௗ௫ᇲೣ

ೣబ = .ݐݏ݊ܥ ݁∫ ൫௫ᇲ൯ௗ௫ᇲೣ  
This "const." will be irrelevant below, as we'll divide and multiply by ߙ.   
So we then have:  

݀
ݔ݀ (ݕߙ) =  ݍߙ

i.e., 

ݕߙ = න ᇱݔ݀(ᇱݔ)ݍ(ᇱݔ)ߙ + ௫ܥ  

ݕ = ܥ
(ݔ)ߙ + 1

(ݔ)ߙ න (ݔ)ߙ        ,ᇱݔ݀(ᇱݔ)ݍ(ᇱݔ)ߙ = ݁∫ ൫௫ᇲ൯ௗ௫ᇲೣ௫  
Example:  A ball in viscous liquid. 
Newton's law, together with a drag force proportional to the velocity (applicable 
for low Reynolds number, a concept from hydrodynamics), give:  
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݉ ݒ݀
ݐ݀ = −݉݃ −  ݒ̅ߦ

where ̅ߦ is the drag force.  Defining the drag force per mass of the falling object, 
i.e.,  

ߦ = ̅ߦ
݉  

we get 
ௗ௩
ௗ௧ + ݒߦ = −݃. 

This equation has the form we dealt with, ௗ௬
ௗ௫ + ݕ(ݔ) =  with p and q now  ,(ݔ)ݍ

constant.  The solution is therefore as explained to define  
ߙ = ݁క௧, 

and multiply the equation above, to give: 

݁క௧ ݒ݀
ݐ݀ + ݒక௧݁ߦ = −݃݁క௧, 

i.e., 
݀൫݁క௧ݒ൯

ݐ݀ = −݃݁క௧ , 
i.e., 

݁క௧ݒ − ݒ = −݃ න ݁క௧ᇲ݀ݐᇱ = − ݃
ߦ ൫݁క௧ − 1൯,

௧


 

i.e., 
ݒ = ݁ିక௧ݒ − ݃

ߦ ൫1 − ݁ିక௧൯. 

At infinity the velocity is negative, i.e., − 
క , as the particles downward fall due to 

gravity is balanced by the friction. 
Similar equations are relevant, e.g., for chemical reactions, for motions of dipoles 
in solution, etc. 
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Underdamped(top) and Overdamped (bottom) oscillations as a function of time. 

 

Linear 2nd order differential equations 
A little more complicated because there are two independent solutions. 
Let’s warm up with the simplest case: homogenous linear case with const. 
coefficients: 

ᇱᇱݕ + ᇱݕܽ + ݕܾ = 0      (ܽ, :ݐݏ݊ܿ ܾ   ;ݎ݈ܽ݁݊݅
ܵܪܴ                      = 0 → ℎݏݑ݊݁݃݉, .ݐݏ݊ܿ ݊  (݉ݎ݁ݐ
This simple problem has a nice solution; use an ansatz, 

ݕ = ݁ఈ௫ 
ଶߙ + ߙܽ + ܾ 0 

i.e., 
ߙ = −ܽ ± Δ

2       Δ ≡ ඥܽଶ − 4ܾ. 
Three cases:  

 ߙ real when ܽଶ > 4ܾ, two solutions,    ݕ = ቀିೌ݁ܣ
మା

మቁ௫ + ቀିೌ݁ܤ
మି

మቁ௫ 
 ߙ real when ܽଶ = 4ܾ (so Δ = 0 ) , one solution,   ݕ = ೌି݁ܣ

మ௫ 
 ߙ complex when ܽଶ < 4ܾ,     y= ݁ܣቀିೌ

మା||
మ ቁ௫ + ቀିೌ݁ܤ

మି||
మ ቁ௫ 

 
 
Example: damped Harmonic oscillator, 

݀ଶݕ
ଶݐ݀ = ߦ− ݕ݀

ݐ݀ − ߱ଶݕ 
where again ߦ is the scaled friction coefficient, and  ݉߱ଶ is the restoring force. 
 We rewrite: 

݀ଶݕ
ଶݐ݀ + ߦ ݕ݀

ݐ݀ + ߱ଶݕ = 0 
So we have three case (see figure): 

 Overdamped case,ߦ > 2߱: two damped solutions, 

(ݐ)ݕ = ቆశටమషరഘబమ)ቇି݁ܣ
మ + ቆషටమషరഘబమ)ቇି݁ܤ

మ   
 Critically damped,  ߦ = 2߱: 
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(ݐ)ݕ =  కଶ௧ି݁ܣ
 Underdamped (oscillating) solution: ,ξ < 2ω: 

y(t) = Aeିቆஞା୧ටସனబమିஞమቇ୲ଶ + Beିቆஞି୧ටସனబమିஞమቇ୲ଶ. 
Of course, when the friction is zero, we recover in this case the purely oscillating 
solution, (ݐ)ݕ = ఠ௧ି݁ܣ + ఠ௧݁ܤ . 
Non-constant coefficients: 
Frequently encountered.  Examples: 
QM harmonic oscillator with linearly increasing friction, yields Hermite’s eqn.: 

ᇱᇱݕ − ᇱݕݔ2 + ݕߙ2 = 0. 
Particle in a circular tube; the resulting equation is Bessel's equation. 

ᇱᇱݕଶݔ + ᇱݕݔ + ଶݔ) − ݉ଶ)ݕ = 0, 
and many other examples. We'll study these shortly; but first consider 
homogenous and non-homogenous solutions: 

Homogenous and Non-Homogenous solutions: 
Consider the general linear 2nd order equation (or more generally, any nth order 
solution): 

ᇱᇱݕ + ᇱݕ(ݔ)ܲ + ݕ(ݔ)ܳ =  .(ݔ)ܴ
Then, we can classify the solution as a general mix of the following form: 

(ݔ)ݕ = (ݔ)ݕ + ܿଵݕଵ(ݔ) + ܿଶݕଶ(ݔ). 
Here: 

   is a single solution to the inhhomogenous problemݕ (1
  ,ଶ are solutions of the homogenous equationݕ ଵandݕ (2

ᇱᇱݕ + ᇱݕ(ݔ)ܲ + ݕ(ݔ)ܳ = 0 
And ܿଵ, ܿଶ are arbitrary coefficients. 

(If the equation is higher than 2nd order, say 5th order, there will be up to 5 
independent solutions to the homogenous equation.)  
The reason for the statement is that first, we can by inspection add to the 
inhomogeneous solution any linear combination of the linear solution, and the 
equation will not be changed; 
Further, if there are two inhomogeneous solutions, i.e., ݕ and ݕ ,  then 

 ᇱᇱݕ + ᇱݕ(ݔ)ܲ + ݕ(ݔ)ܳ =  (ݔ)ܴ
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ᇱᇱݕ + ᇱݕ(ݔ)ܲ + ݕ(ݔ)ܳ =  (ݔ)ܴ
So the difference, ݕ −   fulfils the homogenous equation, i.e., it is enough toݕ
consider one solution of the inhomogeneous equation. 
Finally, we won’t prove why an nth order linear homogenous equation has n 
solution, that's something to accept (if you want to see a p[articular example, try 
ᇱᇱݕ − ܽଶݕ = 0, e.g., you see that it has two solutions, 
ଵݕ  = exp(+ܽݔ), ଶݕ = exp(−ܽ ) .)  

Singular Points and Classifying Differential Equations 
Given  

ᇱᇱݕ = ,ᇱݕ)݂ ,ݕ  .(ݔ
Then if ݕᇱ,  remains finite at that point, then ′′ݕ  andݔ are finite at some point ݕ
  ; is a regular pointݔ
But if ݕᇱ,   is a singularݔ , thenݔ is infinite ′′ݕ  andݔ are finite at some point ݕ
point. 
There are further classifications: If we can write the equations in the linear 
homogenous form 

ᇱᇱݕ + ᇱݕ(ݔ)ܲ + ݕ(ݔ)ܳ = 0. 
Then, if P,Q are finite at ݔ, it is an ordinary point. 
If ܲ, ܳ are diverge at ݔ, but (ݔ − ݔ) )ܲ  andݔ −  ݔ  thenݔ )ଶܳ remain finite atݔ
is a regular (also known as  non-essential) singularity 
(You can also analyze the "limit" ݔ = ∞ by doing a change of variables, ݔ = ଵ

௭, and 
check the point  ݖ = 0.) 
Example: 
Bessel's equation,  

ᇱᇱݕଶݔ + ᇱݕݔ + ଶݔ) − ݉ଶ)ݕ = 0    → 
ᇱᇱݕ + ᇱݕ

ݔ + ଶݔ) − ݉ଶ)
ଶݔ ݕ = 0 

By inspection, a regular singularity at ݔ = 0;  a change of variables leads to 
nauseating derivation that eventually show that, for ݖ = ଵ

௫,  
݀ଶݕ
ଶݖ݀ + 1

ݖ
ݕ݀
ݖ݀ + 1 − ݉ଶݖଶ

ସݖ ݕ = 0 
So z=0 (i.e., ݔ = ∞) is an essential singularity (due to the ଵ

௭ర part). 
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If the singularities are regular, the function is easier to deal with and still derive 
regular values. 

Actually solving ordinary 2nd order differential equations  
Used to be a big deal, now less important (for you) because essentially any 
equation that you'll encounter has been solved and programmed; however, the 
methodology is revealing.  
Example (warm-up): Harmonic oscillator. 

ᇱᇱݕ + ߱ଶݕ = 0 
Try 

(ݔ)ݕ =  ܽݔା
ஶ

ୀ
,   ܽ ≠ 0             ݊ ∈ ݊݊ ݂ ݑݎ݃)ܼ − ,(ݏݎ݁݃݁ݐ݊݅ ݁ݒ݅ݐܽ݃݁݊

but k not neccessarily integer 
Then 

(ݔ)′′ݕ = (݇ + ݊)(݇ + ݊ − 1)ܽݔାିଶ
ஶ

ୀ
 

Let's break it down to the n=0, n=1 and n>1 parts, so we can reliable the last 
part, i.e.., arrive back at a polynomial of the form ݔା:  

ᇱᇱݕ = ݇(݇ − 1)ܽݔିଶ + (݇ + 1)݇ܽଵݔିଵ + (݇ + ݊)(݇ + ݊ − 1)ܽݔାିଶ
ஶ

ୀଶ
 

And now we can reliable n n+2, so 
ᇱᇱݕ = ݇(݇ − 1)ܽݔିଶ + (݇ + 1)݇ܽଵݔିଵ + (݇ + ݊ + 2)(݇ + ݊ + 1)ܽାଶݔା

ஶ

ୀ
 

So    ݕᇱᇱ + ߱ଶݕ = 0 gives: 
݇(݇ − 1)ܽݔିଶ + (݇ + 1)݇ܽଵݔିଵ + ((݇ + ݊ + 2)(݇ + ݊ + 1)ܽାଶ + ߱ଶܽ) ݔା 

ஶ

ୀ
= 0 

For this to vanish, every coefficient needs to vanish (since each "x" term has a 
different power).  So: 

(i) ݇(݇ − 1)ܽ = 0 → ݇ = ݇ ݎ 0 = ܽ ݏܽ)  1 ≠ 0,  (݊݅ݐܿݑݎݐݏ݊ܿ ݕܾ
(ii) (݇ + 1)݇ܽଵ = 0 →  ݇ = ଵܽ ݎ 0 = 0 (k+1 cannot vanish since we 

know that k=0 or 1, from (i). 
(iii) (݇ + ݊ + 2)(݇ + ݊ + 1)ܽାଶ − ܽ = 0 → 
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ܽାଶ = − ߱ଶܽ(݇ + ݊ + 2)(݇ + ݊ + 1) 
Let's first use the solution of k=0; then both conditions (i),(ii) are automatically 
fulfilled, and then we know 

ܽାଶ = − ߱ଶܽ(݊ + 2)(݊ + 1)    (݇ = 0) 
i.e., 

ܽଶ = − ߱ଶܽ
2 ⋅ 1  

ܽସ = − ߱ଶܽଶ
4 ⋅ 3 = (−1)ଶ ߱ସ

4 ⋅ 3 ⋅ 2 ⋅ 1 
And generally 

ܽଶ = (−1) ߱ଶ
(2݊)! . 

Setting ܽଵ = 0  (that's OK by the relations we had, plus the case where the 
coefficient of ݔଵ is non-zero is really the same as taking k=1 initially, discussed in 
a second), then we get: 

݇ = 0   → (ݔ)ݕ   = ܽ ቆ1 − ߱ଶݔଶ
2 + ߱ସݔସ

4! − ߱ݔ
6! + ⋯ ቇ = ܽ cos(߱ݔ). 

What about the other case, i.e., k=1? Then we can do the math analogously, and 
get  

݇ = 1 → (ݔ)ݕ = ܽ sin(߱ݔ). 
So there are two independent solutions, both of which we know of already. 
Another example: Bessel's function,  
An example showing that things can be more tricky, is: series solution of the 
Bessel equation.  The Bessel equation is, reminder: 

ᇱᇱݕଶݔ + ᇱݕݔ + ଶݔ) − ݉ଶ)ݕ = 0    
Plugging again a series solution: 

(ݔ)ݕ =  ܽݔା
ஶ

ୀ
,   ܽ ≠ 0              

We get: 
 ܽ(݇ + ݊)(݇ + ݊ − ାݔ(1

ஶ

ୀ
+ ܽ(݇ + ାݔ(݊ + ܽݔାାଶ − ݉ଶܽݔା = 0. 

All terms have the same power, starting at ݔ  except the third, which starts at 
ݔ ାଶ , so as before we first deal with theݔ ݊ ାଵ  terms, i.e., theݔ  , = 0,1 terms. 
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For the powers of ݔ: 
ܽ(݇(݇ − 1) + ݇ − ݉ଶ) = 0 → ܽ(݇ଶ − ݉ଶ) = 0 →    ݇ = ±݉ 

For the powers of ݔାଵ: 
ܽଵ൫(݇ + 1)݇ + ݇ + 1 − ݉ଶ൯ = 0  → 

ܽଵ(݇ + 1 − ݉)(݇ + 1 + ݉) = 0 
But we know that ݇ = ±݉.  The only way that that can be together with the 
equations above are: 

 Either ݉ = ± ଵ
ଶ, a special case of the spherical Bessel functions, not dealt 

with here; 
 Otherwise, ܽଵ = 0. 

Next, to the iterations; i.e., as before we relate the powers, i.e., rewrite the 3rd 
term in the main equation above as ܽିଶݔା, ݊ ≥ 2, so we get 

ܽ൫(݇ + ݊)(݇ + ݊ − 1) + (݇ + ݊) − ݉ଶ൯ + ܽିଶ = 0  → 
ܽ = − ܽିଶ(݇ + ݊)ଶ − ݉ଶ 

For ݇ = ݉,   get (using ܽଶ − ܾଶ = (ܽ + ܾ)(ܽ − ܾ): ) 
ࢇ = − )ିࢇ + ( −  = − ିࢇ

) + ) . 
For ݇ = −݉, get: 

ܽ = − ܽିଶ(݊ − ݉)ଶ − ݉ଶ = − ܽିଶ
݊ (݊ − 2݉) 

The first (bolded) solution will cover both cases  if we allow ݉ to be negative or 
positive. 
Then, solving the recursion, gives readily (prove): 

ܽଶ = (−1)ܽ݉!
2ଶ! (݉ +  !(

So the solution is: 
(ݔ)ݕ = ܽܬ(ݔ), 

Where we defined the m'th Bessel function: 
(ݔ)ܬ = 2݉!  (−1)

݆! (݉ + ݆)! ቀݔ
2ቁାଶஶ

ୀ
 

(note that ݆ = ݊/2)  
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Note that when ݉ is even, the Bessel function is even in x, and vice versa for odd 
m. 
If m is positive or zero, everything here is fine.  That’s also the case when ݉ is 
zero or negative. But when m is negative and integer, there is a problem.  Then, 
the j=|m| term will blow up.   
So ିܬ ||(ݔ) cannot be independent of ܬ||(ݔ) .  It is usually defined as  

ܬି (ݔ) = (−1)ܬ(ݔ),  ݎ݁݃݁ݐ݊݅ ݉
So we see that for some values of the parameters (i.e., ݉ integrer) there is only 
one regular solution; while for the harmonic oscliator there are always 2 
solutions. 
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QUALITATIVE CONSIDERTATIONS 
Often we get more from qualitative considerations then from actual solutions. 
An example is a 1D Schrödinger-equation, 

− 1
2݉

݀ଶݕ
ଶݔ݀ + ݕ(ݔ)ܸ =  .ݕܧ

(we use units where  = 1), which can be rewritten as one of two different 
forms, depending on whether the potential is lower or higher than the energy 
than the energy (also called the classically allowed and classically forbidden 
region, for obvious reasons): 

݀ଶݕ
ଶݔ݀ = ቊ−݇ଶ(ݔ)(ݔ)ݕ       where   ݇(ݔ) = ඥ2݉(ܧ − (ݔ)ܸ ݂݅   ((ݔ)ܸ < ܧ

(ݔ)ߢ   where       (ݔ)ݕ(ݔ)ଶߢ = ඥ2݉(ܸ(ݔ) − ܧ ݂݅   (ܧ < (ݔ)ܸ  
For a general V, of course, the solution of these equations has to be done 
explicitly (or on the computer, as usually done).  But we can understand the 
qualitative feature by approximating that the "local momentum" (which refers 
either to ݇(ݔ) or (ݔ)ߢ) varies "slowly";  in that case we solve the Schrodinger 
equation as if the potential is constant so ݇  or ߢ are fixed.  

 
Difference between the solutions of the Schrödinger equation in classically forbidden regions (V>E) and classically allowed regions (V<E). 

 
The solution (the WKB solution) is outlined in many advanced books (such as 
Mathew and Walker) and is reported below; for our purposes, however, we note 
that in the first case where the sign of the 2nd derivative is opposite that of y, then 
y oscillates like y~݁(ݔ݇݅±)ݔ,   while in the secnd case, where the second 
derivative has the same sign as the function, the solution is exponentially 
increasing or decreasing, going like ݕ ~ exp(±ݔߢ).  (See figure for details.)  
Note that if the energy is lower than the potential at large positive x, then at 
infinity only the exponentially decreasing solution is allowed otherwise y 
exploders at infinity; vice versa for large negative values of x.  See the figure for 
details. 
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Finally, the actual WKB formula is: 
(ݔ)ݕ = ߙ

ඥ(ݔ)ߢ exp(− න ௫(′ݔ݀(ᇱݔ)ߢ
௫బ

+ ߚ
ඥ(ݔ)ߢ exp(න ௫(′ݔ݀(ᇱݔ)ߢ

௫బ
 

(ݔ)ݕ = ܽ
ඥ݇(ݔ) exp(−݅ න ௫(′ݔ݀(ᇱݔ)݇

௫బ
+ ܾ

ඥ݇(ݔ) exp(݅ න ௫(′ݔ݀(ᇱݔ)݇
௫బ

 
where ݔ is a nearby transition point (a point where ܸ(ݔ) =   and ,(ܧ
ܽ, ܾ, ,ߙ  .are constantsߚ
The integrals  (e.g., ∫ ᇱ௫ݔ݀(ᇱݔ)ߢ

௫బ  ) are the extension of the linear terms (ݔߢ  to the 
case that the local momentum ((ݔ)ߢ,  are not constant, i.e., when V(x) ((ݔ)݇
depends on x and is not locally constant. 
The one new ingredient in the WLKB solution is the ଵ

ඥ(௫)  (or ଵ
ඥ(௫)) term in front 

of the exponential.  This term has a physical explanation – the higher the local 
memtum the faster the wavefunction moves (in the case of E>V), so the smaller 
its amplitude, due to a rule called "conservation of flux", that you'll see in QM.   
By the way, the conservation of flux rule makes sense to anybody who travelled 
on freeways – in regions where the traffic moves fast the density of cars is low 
(big distance between each car), but in slower moving regions the cars are 
closer.   
This is also true in earthquakes – that's why earthquakes make more damage in 
sandy or "liquefied-earth” regions, like Santa Monica, where they travel slower 
and have higher amplitude, and least damage in mountainous areas (think 
Mulholland drive) where they travel fast through rock, and therefore have 
smaller magnitude.  So in earthquake descriptions (where the mathematics of 
the wave motion is similar), the waves also have the  ଵ

ඥ(௫) term. 
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Functions of a complex variable. 
Important in all of physics: Quantum mechanics, hydrodynamics, general wave motion, etc.  Important specifically since wave equations are much more natural in complex variables. 
Overview: 

1. Complex variables, functions of a complex variable, Re(f) and Im(f), complex conjugation 
2. Cauchy Riemann conditions; analytical functions  
3. Cauchy integral theorem, contour integrals 
4. Integrals of 1/(z-z0) 
5. Laurent Series 
6. Residue theorem 
7. Analytic functions can't decay in all directions 
8. Cauchy's principle value 
9. Saddle point integration for real variables steepest descent;  
10.  Gaussian integrals. 
11. Saddle point integration of complex integrals 
 

Complex variables:  
Use ݅ = √−1.  A complex number is defined as  ݖ = ݔ +  and the product of complex numbers, as you recall, is ,ݕ݅

ݖ ⋅ ᇱݖ = ݔ) + (ݕ݅ ⋅ ᇱݔ) + (ᇱݕ݅ = ᇱݔݔ) − (ᇱݕݕ + ᇱݕݔ)݅ +  (ᇱݔݕ
(The addition is trivial and will not be discussed here).  If you are unhappy with 
something which is not formally defined, √−1, then think of complex numbers either as 

 Pairs of numbers z=(x,y), with specific rules for multiplying the pairs (ݔ, (ݕ ⋅ ,ᇱݔ) (ᇱݕ = ᇱݔݔ) − ,ᇱݕݕ ᇱݕݔ +  ᇱ) -- this is how complex numbers are handled on the computer (with the trivial addition rules)ݔݕ
 Or, even better, as matrices of the form x y

y x
    , and as the following 

multiplication show such matrices are indeed isomorphic to the complex numbers, i.e.,  
when the matrix equivalent of z, matrix-multiplies the matrix equivalent of z', we get the matrix equivalent of zz':  
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' ' ' ' ' '   ' ' (' ') ' '· '
x y x y xx yy xy yxz y x y x yx x y yy xz x

                    
This equivalence, not pursued further, is important in the discussion of Pauli matrices in quantum mechanics. 

The complex plane (see figure) 

 
ݖ = ݔ + ݕ݅ = ߠݏܿݎ + ߠ݊݅ݏݎ݅ =  ఏ݁ݎ

where 

 

2 2

ta
|
n

| z r x y
x
y

 


 
 ݎ,   :are the polar coordinates ߠ
 ݎ is the modulus:   
 ߠ is the argument  ߠ = arg(ݖ) 

and ݖ =  .ఏ is the polar representation of z݁ݎ
The modulus is the same as that of a 2-D vector, (x,y) 
Note that (we won’t prove, but follows from what you know on vectors): 

121 12 2| | | | | || | | |z zzz z z       
 
The polar representation makers it very easy to multiply two complex numbers, i.e., 

ଶݖଵݖ =  ଶ݁(ఏభା ఏమ)ݎଵݎ
So that:  

 |ݖଵݖଶ| = |ଶݖ||ଵݖ| =  ଶݎଵݎ
 arg(ݖଵݖଶ) = arg(ݖଵ) + arg(ݖଶ) =  ଶߠ+ଵߠ

X 

Y z=x+iy= r exp(i) 
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Functions of complex variables 
(ݖ)ݓ = ,ݔ)ݑ (ݕ + ,ݔ)ݒ݅ ݖ   ݁ݎℎ݁ݓ     , (ݕ = ݔ + ݅  

Example 
(ݖ)݂ = ଶݖ = ଶݔ − ଶݕ +  ݕݔ2݅

Real and imaginary parts of a function 
Re (ݖ)ݓ = ,ݔ)ݑ  (ݕ
Im (ݖ)ݓ = ,ݔ)ݒ  (ݕ

Note that both the real and imaginary parts of a function are real 
Also, note that a complex function is a mapping from the complex plane to itself (see graph). 
 
Complex conjugation :   ݖ = ݔ + ∗ݖ   ,ݕ݅ = ݔ −  ,ݕ݅
Note that if we define ݖ = ఏ݁ݎ , then ݖ∗ = ఏି݁ ݎ   
Also, |ݖ|ଶ =   (check this!, and see figure below)  ∗ݖݖ

 
We can analytically continue all elementary functions into the complex plane; however, watch out for multiply valued functions!  
The best known example is: 

log(ݖ) = log൫݁ݎఏ൯ = log(ݎ) + ݅  
When we add 2nߨ to ߠ,   z will not change (݁ఏ = cos(݊ߠ) + ݅ (ߠ) = 1 ) but log(z) will increase by 2nߨ, i.e.,  
log(ݖ) = log(ݎ) + ߠ) ݅ + ݊   ,(݊ߨ2 ∈ ܼ   (Z means the group of integers, nothing to do with z, the typical suymbol for a complex number).   
Thus log(z) is a multivalued function; to set it to singly valued we typically take 
n=0, and set – ߨ < ߠ <  .i.e., the negative x axis is a branch cut (see figure) ,ߨ
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Cauchy Riemann Conditions for a function to be analytic and the 
derivatives of complex functions 
Can we define df/dz for f(z)? 
How about ௗ

ௗ௭ = ݈݅݉ఋ௭→ஶ ൫(௭ାௗ௭)ି(௭)൯
ௗ௭     

For the answer to be meaningful, it should be independent of the direction, i.ie., dz could be small and real, or small and imaginary, or any other direction (see figure).   

 
Turns out it is enough to consider the two extreme choices (ݖߜ real or imaginary) to derive the necessary conditions for the derivative to be meaningful. 
Let 

ݖߜ = ݔߜ +   ݕߜ ݅
݂ = ݑ + ݅ ݂ߜ   → = ݑߜ +  ݒߜ݅

݈݅݉ ݂ߜ
ݖߜ = ݑߜ + ݅

ݔߜ +  ݕߜ ݅

Say ݕߜ = 0, then: 
݈݅݉ ݂ߜ

ݖߜ = ݑߜ + ݒߜ݅
ݔߜ = ݑ߲

ݔ߲ + ݅ ݒ߲
 ݔ߲
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But if ݔߜ = 0, then 
݈݅݉ ݂ߜ

ݖߜ = ݑߜ + ݒߜ݅
ݕߜ݅ = ݑ߲

ݕ߲݅ + ݒ߲
 ݕ߲

Comparing the 2 expressions, we need to have (since ଵ =  −݅ ) : 
ݑ߲
ݔ߲ = ݒ߲

ݕ߲ ݒ߲     ,
ݔ߲ = − ݑ߲

       ݕ߲
For the derivative to be well defined, these Cauchy Riemann conditions need to be held. 
The converse is also true, i.e., if the Cauchy Riemann conditions are true, then the derivative is well defined, i.e., it will be the same no matter what direction you come at.  I won’t prove that, but the proof is straightforward. 
Corollary: From the Cauchy-Riemann conditions, we infer that const. u surfaces 
in the x-y plane are perpendicular to the const. v sources (see figure).  

 
Proof: The const. u surfaces are perpendicular to ݑ, and similarly for v, so for the surfaces to be perpendicular we need ݑ to be perpendiucular to ݒ, i.e., we need to have ݑ ∙ ݒ = 0  .   But 

ݑ ∙ ݒ = ݑ߲
ݔ߲

ݒ߲
ݔ߲ + ݑ߲

ݕ߲
߲v
ݕ߲ = ݑ߲

ݔ߲
ݑ߲
ݕ߲ − ݑ߲

ݕ߲
߲u
ݔ߲ = 0, Q. E. D. 

Analytical Functions 
If f(z) has a well-defined derivative at a point z0 and in some region about it, we'll call it differentiable. 
Examples: 
(ݖ)݂ =  ଶ analyticݖ
(ݖ)݂ =  not analytic (prove!) ∗ݖ

   
   

 
v = const. 

u = const. 



51 
 

Cauchy integral theorem: 
Define, along a path, ∫ ݖ݀(ݖ)݂ = ∑ ݂൫ݖ൯(ݖାଵ − )ݖ   (see figure below), just like 
we do for real functions, but along a path in the x-y plane. 
Turns out that for analytic functions (in a given region) the path does not matter, since in an analytic region (i.e., a region where the function f(z) is analytic), then 

ර ݖ݀(ݖ)݂
=  .("ܥ" ݈ ℎ݁ݐ ݕܾ ݀݁ݏ݈ܿ݊݁ "ܴ" ݊݅݃݁ݎ ℎ݁ݐ ݐݑℎ݃ݑݎℎݐ ܿ݅ݐݕ݈ܽ݊ܽ (ݖ)݂ ݂݅)  0

(Analogous to conservative quantities in thermodynamics). 

  
Left: for a function f(z) analytic throughout the region enclosed by the two paths, 
the integral ∫ ∮ from A to B equals in both paths (or any path in between).  Right: equivalently, for a function analytic within a closed region, the closed-loop integral ࢠࢊ(ࢠ)ࢌ  .vanishes ࢠࢊ(ࢠ)ࢌ
 
Proof: assume for simplicity that the derivative is continuous. 
Part 1 of the proof is to note that: 

ර ݖ݀(ݖ)݂ ර(ݑ + ݔ݀)(ݒ݅ + ݅݀ ) = ර(ݔ݀ݑ − (ݕ݀ݒ + ݅ ර(ݕ݀ݑ + ݒ ) 

Part 2 is: separately, use Stokes theorem, for a vector B≡(Bx , By ) and a path defined as dl=(dx,dy) enclosing the flat area  (with a volume element denoted by da =(0,0,dx dy)  
ර  ⋅ ݀ = න( × ( ∙  ࢇ݀

i.e., 
ර൫ܤ௫ ⋅ ݔ݀ + ൯ݕ௬݀ܤ = න ቆ߲ܤ௬

ݔ߲ − ௫ܤ߲
ݕ߲ ቇ  ݕ݀ݔ݀

Part 3 of the proof: combine parts 1 and 2 in two different ways. 
3.i) First, define ܤ௫ = ,ݑ ௬ܤ =   ,then :ݒ−
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ර(ݔ݀ݑ − (ݕ݀ݒ = ර൫ܤ௫ ⋅ ݔ݀ + ൯ݕ௬݀ܤ = න ቆ߲ܤ௬
ݔ߲ − ௫ܤ߲

ݕ߲ ቇ ݕ݀ݔ݀
= − න ൬߲ݒ

ݔ߲ + ݑ߲
൰ݕ߲ ݕ݀ݔ݀ = 0 

3.ii) Analogous, with ܤ௫ = ,ݒ ௬ܤ = ݕ݀ݑ)∮  analogous proof leads to ݑ + (ݔ݀ݒ =
0. 
Corollary: 
If a function vanishes close to the real axis and we have an integral along the real axis, we can shift that integrand up or down (i.e., add to it a constant or varying imaginary part, as long as in the region between the real axis and imaginary part the function has no singularities, i.e.,  
∫ ݔ݀(ݔ)݂ =ஶ

ିஶ ∫ ݔ)݂ + ݅ܽ)݀ݔஶ
ିஶ   (where a0 can be dependent on x, as long as it is 

bounded—under the assumption that f has no poles between the real axis and a shift of it by ia0 and if f(x+iy) vanishes when |࢞| → ∞ and y is fixed. 
 
Proof: see figure;  

 
Basically the difference between the integrals is the full contour integral minus the "sides" of the contour (light blue on both sides), and, if the function vanishes far away (at |ݔ| → ∞), we are left with the contour integral, which vanishes since there are no singularities. 
Integral over 1/(z-z0) 
Next, we prove that  

ර (ݖ)݂
ݖ − ݖ

ݖ݀ =  (ݖ)݂ ݅ߨ2
With the same conditions the curve "C", if it is counter clockwise (otherwise you get a negative sign), and f non-singular in region. 
Proof: let's assume that the integral is counterclockwise.    No matter what the contour looks like is, we can change it (see figure) to an integral of a tiny loop 
labeled "T" around z=z0 , defined as ݖ = ݖ + ఏ݁ݎ , where now r is tiny. 
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Equivalence of ∮ (ܢ)

ܢିܢ  in a general contour around a singularity to an integral on a tiny  ܢ܌
loop (z0 is labeled by a red point). 

The reason is that, as indicated in the figure, we can make a single contour which encloses the outer region counterclockwise and the inner region clockwise (and a connecting line with two canceling contributions); that line integral will be therefore enclosing a region where the function is analytic (as it does not  including the tiny inner region) and that line integral will therefore vanish.  
I.e. (where “T” is the tiny loop) 

0 = ර (ݖ)݂
ݖ − ݖ

ݖ݀ − ර (ݖ)݂
ݖ − ݖ

ݖ݀
்

 
So 

ර (ݖ)݂
ݖ − ݖ

ݖ݀ = ර (ݖ)݂
ݖ − ݖ

ݖ݀
்

 
But in "T", 

ݖ = ݖ + ఏ݁ݎ  
ݖ݀            = ݀൫ݎ ఏ൯ = ఏ݁݀ݎ (T ݈݃݊ܽ ݀݁ݔ݂݅ ݏ݅ ݎ ݏܽ)  =  ߠఏ݅݀݁ݎ
So 

ර (ݖ)݂
ݖ − ݖ

ݖ݀
்

= ර ݂൫ݖ + ఏ൯݁ݎ
ఏ݁ݎ ߠఏ݀݁ݎ݅ = ර ݂൫ݖ + ߠఏ൯݅݀݁ݎ ∼ ර ߠ݀݅(ݖ)݂

்்்
  

= ݅(ݖ)݂ ර ߠ݀ =  ߨ2݅(ݖ)݂

Q.E.D. 
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Note that we were able to approximate f(z)~f(z0) since the rest of the integrand had a well-defined limit. 

Laurent series 
We can extend this "Laurent Integral" to any exponent by considering the general integral (with n positive or negative but ݊ ≠ 1)  

ර ݖ݀
ݖ) − )ݖ

்
= ,ݎ݁݃݁ݐ݊݅ ݏ݅ ݊)    0 ≠ 1). 

Proof: we can consider a circular trajectory as before (the results will be the same for any trajectory in the same direction) 
 

ර ݖ݀
ݖ) − )ݖ

்
= ර ߠఏ݀݁ݎ݅

(݁ఏ)ݎ
்

= 

= ݅
ିଵݎ ර ݁ି(ିଵ)ఏ݀ߠ

்
= ݅

−݅(݊ − ିଵݎ݅(1 ݁(ିଵ)ఏ|ଶగ = 0. 

Note that the integral does not vanish for n=1, since then we cannot divide by  
n-1; for n=1 is it 2݅ߨ ,  so when we combine: 

ර ݖ݀
ݖ) − )ݖ

 

்
= ቄ0         ݊ ݅݊ݎ݁݃݁ݐ, ≠ 1 

݊                    ݅ߨ2 = 1.     

We can use this when we consider a general function, even one which is not analytic, but which has potentially a singularity or set of singularities around ݖ; i.e., when we consider a Laruent series, which is an extension of Taylor series: 

(ݖ)݂ =  ܽ(ݖ − .)ݖ
ஶ

ୀିஶ
 

(Note that if the function is analytic at and near ݖthen ܽ = and ܽ (ݖ)݂ = 0 for n<0.) ;  
Examples 
Example 1:  
The function ଵ

(ଵି௭)  has a taylor series 
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 ଵ
(ଵି௭) = 1 + ݖ + ଶݖ + ⋯ 

So the function ଵ
௭(ଵି௭)  has a Laurent series ଵ

௭(ଵି௭)=ଵ
௭ + 1 + ݖ + ⋯ 

Of course this expansion only converges for 0 ≠ |ݖ| < 1; 
 For this expansion, ܽିଵ = ܽ = ܽଵ = ⋯ = 1 
Example 2 
 A "severely nonanalytic" function is 

ݔ݁ ቀ− ଵ
௭ቁ = ∑ (ିଵ)

!௭ஶୀ  =∑ (ିଵ)
||!

ୀିஶ   ݖ
  

Back from the examples to Laurent series 
Inserting the Laurent series into the fundamental integral over a loop, we get that  
 

ර ݖ݀(ݖ)݂
ݖ) − )ାଵݖ

 

்
=  ර ܽ(ݖ − ݖ)݀ݖ

ݖ) − )ାଵݖ
 

்

ஶ

ୀିஶ
=  ܽ ර ݖ݀

ݖ) − )ାଵିݖ
 

்

ஶ

ୀିஶ
 

and since the integral vanishes unless n+1-m=1, i.e., unless n=m, we get  
ර ݖ݀(ݖ)݂

ݖ) − )ାଵݖ = ܽ ݅ߨ2
 

்
 

Residue theorem:  
The integral expressions we got are fundamentally important.  Let's take the case of n=-1 ; then, we get  

ර ݖ݀(ݖ)݂ =  ଵିܽ ݅ߨ2
 

்
 

The ܽିଵ term is called a "residue". 
Note that we don’t even need to specify in the integral where  z0 is! It is enough to know that there  is a place within the contour where the function has a ଵ
௭ି௭బbehavior! 
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Similarly, as shown in the figure below, if the integral encloses a region with several singularities, and a function “sufficiently decays” we just need to add the contribution of each one, i.e.,  

ර ݖ݀(ݖ)݂ = ℎ݅݊ݐ݅ݓ ݏ݁ݑ݀݅ݏ݁ݎ∑ ݅ߨ2
 

்
 

  

 
Proof that the closed contour integral over several singularities gives the same as the sum over all the residues within (left figure); as the bottom figure shows, the difference between the total integral and the integral over the residues is a closed-loop contour integral over a region (denoted by a green color) without singularities, so the total contour integral vanishes. 

Corollary: analytic functions can't decay at all direction at 
infinity 
A corollary of the residue theorem is that a singly-defined function without singularities  cannot decay to 0 at all directions as |z|→ ∞; specifically, take a point ݖwhere the function does not vanish, and consider the integral  

ර (ݖ)݂
ݖ − ݖ

ݖ݀ =  (ݖ)݂ ݅ߨ2
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where now the integral is over a very large circular contour (see figure; the dot close to the center represents z0).  If the function would have decayed to 0, the left hand side would have vanish as the circle radius vanish, but the right hand side is non vanishing, so that would have been a contradiction. 

 
There are stronger theorems which we won’t prove which state that any well-defined function must either have a singularity or, alternately, diverge in some direction as |z|→ ∞ ; 
Example – ݂(ݔ) = (ଶݔ−)ݔ݁ ;  extending to the complex plane we get ݂(ݖ) (ଶݖ−)ݔ݁= ;  let's take z along, say, the positive imaginary axis, i.e., ݖ = ݅ ⋅   then ,|ݖ|

(ݖ)݂ = ଶ݅−)ݔ݁ ∗ (ଶ|ݖ| =  !(ଶ|ݖ|)ݔ݁
Residue Example: 
Define an important integral for quantum mechanics: 

ܬ = න ݁௪௧
ݓ − ܧ − ߟ݅ ,ݓ݀

ஶ

ିஶ
 

where ߟ is positive but could be tiny (denoted sometimes therefore as  ߟ = 0ା ),  and t>0.   
This is obviously an integral of the form 

ܬ = න (ݓ)݂
ݓ − ݓ

.ݓ݀
ஶ

ିஶ
 

We just need to transform this a closed contour one (counter-clock-wise, or change the sign if clock-wise). 
We do that by adding to the integral a "half-circle contour" in the complex w plane, at large values of |w| in the positive half part (i.e., ߱݉ܫ ≥ 0).  
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Proof that  ࡶ = ∫ ࢚࢝ࢋ

ࣁିࡱି࢝ ஶ࢝ࢊ
ିஶ   can be extended to the complex plane.  In the 

purple region exp(iwt) is very small (since Im(w) is sufficiently large).  In the orange region, the /(࢝ − ࡱ − ࡱ  part is small and the length of the orange region is finite, so the contribution of the orange region vanishes when the circle is sufficiently large.  The blue dot denotes (ࣁ +  .ࣁ
In the limit of a large radius of the half-circle, the integral will vanish, because, as shown in the figure, throughout most of the half-circle the contribution of exp(iwt) will be vanishingly small – since when Im߱ is large and positive, then  

exp(݅ݐݓ) = exp (݅(ݓ + (ݐ(ݓ݅ = exp (݅ݓݐ)exp (−ݓݐ) 
will vanish (due to the exp (−ݓݐ) term).  Also, the 1/ (߱ − ܧ +  will make the integral vanishingly small in the finite length parts of the semicircle which are close to the real-w axis (the “orange” regions) (ߟ݅
So therefore: 

ܬ = ර (ݓ)݂
ݓ − ݓ

=  (ݓ)݂ ݅ߨ2
where  

ݓ = ܧ +  .ߟ݅ 
The residue is  

݁݀ݑ݅ݏ݁ݎ = (ݓ)݂ = exp(݅ݓݐ) = exp(݅ܧݐ) exp(−ݐߟ). 
So  

ܬ = 2πi exp(݅ܧݐ) exp(−ߟ ). 
Note that if ߟ < 0, the singularity would have lied outside the contour and the integral would have vanished!  

 

 

Re(w) 

Im(w) 
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Cauchy's Principle Value 
So far we handled integrals where the pole is outside the contour;  
Now we'll consider a 1st order pole (i.e., a function which diverges like  
const./(z-z0)  for some value of z0) if the position of the pole (z0) lies along the 
contour.  So we'll represent such functions as (௫)

௫ି௫బ .  
Assume the contour and the singularity are along the real-axis (i.e., replace z0 by x0) for simplicity. 
Usually the integration limits are minus-infinity to infinity, and in that case we abbreviate and not put them at all: 

ܲ∫ (ݔ)݃
ݔ − ݔ

= ݔ݀ න (ݔ)݃
ݔ − ݔ

ݔ݀ + න (ݔ)݃
ݔ − ݔ

ஶݔ݀
௫బାఢ

௫బିఢ
ିஶ

 
where ߳ → 0 .  

 
We can relate this to a contour integral which goes either above or below the singularity; specially, (see figure, and note that if the integral is above it is clockwise, i.e., minus the direction we usually consider): 

න (ݔ)݃
ݔ − ݔ

ݔ݀ = ܲ∫ (ݔ)݃
ݔ − ݔ

+ ݔ݀ න (ݔ)݃
ݔ − ݔ

௫బାఢݔ݀
௫బିఢ,௩

ஶ
ିஶ,௩

 

= ܲ∫ (ݔ)݃
ݔ − ݔ

+ ݔ݀ න ݃൫ݔ + ߳݁ఏ൯
߳݁ఏ ߳݀݁ఏఏୀ 

ఏୀగ
 

≅ ܲ∫ (ݔ)݃
ݔ − ݔ

+ ݔ݀ (ݔ)݃ න  ఏୀߠ݀݅
ఏୀగ

 
So: 

න (ݔ)݃
ݔ − ݔ

ஶݔ݀
ିஶ,௩

= ܲ∫ (ݔ)݃
ݔ − ݔ

ݔ݀ −  (ݔ)݃ߨ݅
Similarly 

න (ݔ)݃
ݔ − ݔ

ஶݔ݀
ିஶ,௪

= ܲ∫ (ݔ)݃
ݔ − ݔ

ݔ݀ +  (ݔ)݃ߨ݅

 Principal value integral (red); the purple and green curves denote the extra loops needed to continue the integral above or below the real axis. 
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Note that ∫ below-∫  above = counter-clokcwise-circular-integral=2݅ߨg(x0), as expected.(see figures above). 
 
Example: diffraction integral, 2 ∫ ୱ୧୬(୶)

୶ dxஶ
  

We can use the formulae we did, with x0=0, and since sinx/x is an even function, the overall integral equals  
2 න (ݔ)݊݅ݏ

ݔ ஶݔ݀


= න (ݔ)݊݅ݏ
ݔ ஶݔ݀

ିஶ
 

Also, since sinx/x is a well behaved function near zero, the integral equals the principle value: 
න (ݔ)݊݅ݏ

ݔ ஶݔ݀
ିஶ

= P න sin (ݔ)
ݔ ஶݔ݀

ିஶ
 

So since sin(x)=Im exp(ix)  
2 න (ݔ)݊݅ݏ

ݔ ஶݔ݀


= Im P න ݁௫
ݔ ஶݔ݀

ିஶ
 

Consider however the contour integral from above (see figure) 

 
0 = ර ݁௫

ݔ ݔ݀
௩

= P∫ ݁௫
ݔ ݔ݀ −  ߨ݅

(where we used ௦௫
௫ → ݔ ݏܽ 1 → 0) 

 So 
න (ݔ)݊݅ݏ

ݔ ஶݔ݀


= 1
2 ߨ݅ ݉ܫ = ߨ

2 
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Saddle point integration – steepest descent 
(For further details, I recommend the treatment of Mathews and Walker,). 
Warm-up – Steepest descent for real integrals. 
Consider integrals if the general form 

ܫ = ∫  ݔ݀(ݔ)݃
Where g is peaked within the limits of the integral (or close to the contour of integration, and for now will be positive. We'll represent the integral as 

ܫ = ∫ ݁ఈ(௫)݀ݔ 
Where either f is naturally peaked, in which case we can take ߙ = 1, or f is a general function, not necessarily very peaked, and then we need to have ߙ ≫ 1 in order for the following discussion to be valid. 
The idea will be to find where the integral is peaked, i.e., ݂݀/݀ݔ)ݔ = (ݔ = 0, and then write 

(ݔ)݂~(ݔ)݂ + 1
2 ݔ)(ݔ)′′݂ −  )ଶݔ

The idea is that this expansion generally works very well, since when it fails it is at values of x which are sufficiently far from the maximum that when we exponentiate the function the contributions will be insignificant compared with the maximum contribution, i.e.,  
݁ఈ(௫) ≪ ݁ఈ(௫బ) when the expansion above fails, so it makes no error in the integral. 
Also, for above, notice that f′′(x) is negative, since f(x) is a maximum at x0 . 
Then we can integrate as following: 

∫ ݁ఈ(௫)~݁ఈ(௫బ)∫ ݁ఈଶᇲᇲ(௫బ)(௫ି௫బ)మ . 
To proceed, we need: 
Gaussian integral interlude: 
To remind you,  

ܬ ≡ න ݁ି௫మ ݔ݀  = ஶߨ√
ିஶ

 

Proof: square the integral, and change the variables in one of the integrals from x to y,  

ଶܬ = න ݁ି௫మ ஶݔ݀ 
ିஶ

න ݁ି௬మ ݕ݀  = ඵ ݁ିమ݀ݕ݀ݔஶ
ିஶ

, 
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where we defined ݎଶ = ଶݔ + ,ݎ ଶ.   Further, change coordinate system from x,y toݕ ߶,  so  ݀ݕ݀ݔ = ݍ and define a new variable ,߶݀ݎ݀ݎ = ݎ݀ݎଶ,   so 2ݎ =  :so  ,ݍ݀

ଶܬ = ඵ ݁ିమ݀ݎ݀ݎ 2π න ݁ିమ ݎ݀ݎ  =ஶ
ିஶ

ߨ න ݁ି ݀ݍ = .Q   ,ߨ E. D.ஶ


 
Therefore, with a simple shift of variables: 

න eି୶మ ݔ݀  = ටπ
ܽ

ஶ
ିஶ

 
Corollary: Gaussian integrals: 

න eି୶మାୠ୶ାୡ ݀ݔ = ටπ
ܽ

ஶ
ିஶ

݁మ
ସା 

Proof: define now  ݍ = ݔ − 
ଶ,  it is easy to prove that  

−ܽ ଶ + ݔܾ + ܿ = ଶݍܽ− + ܾଶ
4ܽ + ܿ 

By converting the integration variable from x to q, and dq=dx, we prove the expression. 
END OF INTERLUDE 
So back to steepest descent; from the integral above, we continue 

∫ ݁ఈ(௫)݀ݔ~݁ఈ(௫బ)∫ ݁ఈଶ(௫బ)(௫ି௫బ)మ  
∫ ݁ఈ(௫)݀ݔ ≅ ඨ ߨ2

ߙ− ᇱᇱ(ݔ) ݁ఈ(௫బ) 
Where the minus sign is since the second derivative is negative (otherwise the integral is not well defined). 
Example:  The Gamma function. 

Γ(x + 1) ≡ න ஶݐ௫݁ି௧݀ݐ


 
(when x is an integer, Γ(ݔ + 1)  =   Write it as ( !ݔ 

Γ(x + 1) = න ݁݀ݐஶ


 
(ݐ)݂ = ݐ− +  (ݐ)݈݊ݔ

The stationary point is at 
݂݀
ݐ݀ ݐ) = (ݐ = 0 → −1 + ݔ

ݐ
= 0 → ݐ =  ݔ

At which point, the function is  
(ݐ)݂ = ݔ− +  (ݔ)݈݊ݔ
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And the 2nd derivative is 
݀ଶ݂
ଶݐ݀ = − ݔ

ଶݐ = − 1
 ݔ

Therefore, our prediction for the integrand is  
(ݐ)݂ ≅ ݔ݈݊ݔ − 1

ݔ2 ݐ) −  ଶ(ݔ
Therefore, we predict from the integral above (with ߙ = 1 )that 

Γ(x + 1) ≅ ඨ ߨ2
−݂ᇱᇱ(t) ݁(௧బ) = ௫௫ି݁ ݔߨ2√  =  ௫݁ି௫ݔ ݔߨ2√

This is the first term in the asymptotic series for the Gamma function, i.e., Stirling's formula: 
!ݔ ≡ Γ(x + 1) = ௫݁ି௫ݔ ݔߨ2√ ൬1 + 1

ݔ12 + 1
ଶݔ288 + ⋯ ൰ 

END OF EXAMPLE. 
 
Now we're ready for: 

Saddle Point Integration of Complex Integrals 
In practice, the equation we derived is valid also for complex integrals; however, proper derivation is very elucidating. 
Preparation: For complex functions, no minima nor maxima, only 
saddle: 
There's  big difference between real functions and complex function: 
First: Complex functions do not have a minimum of the real and imaginary parts, only extrema; and these extrema occur together, when df/dz=0 
 
Proof; 

(ݖ)݂ ≡ ,ݔ)ݑ (ݕ + ݅ ,ݔ)  (ݕ
We know that (we proved) 

݂݀
ݖ݀ = ݑ߲

ݔ߲ + ݅ ݑ߲
 , ݕ߲

i.e., 
. ,     ݂݀

ݖ݀ = 0 ↔ ݑ߲
ݔ߲ = 0, ݑ߲

= ݕ߲ 0 
The Cauchy Riemann rules are (recall): 
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ݑ߲
ݔ߲ = − ݒ߲

ݕ߲ , ݑ߲
ݕ߲ = ݒ߲

 ݔ߲
So when డ௨

డ௫ = డ௨
డ௬ = 0,  it follows that డ௩

డ௫ = 0, డ௩
డ௬ = 0.   

This proves that when the real part is stationary, so is the imaginary part. 
Second: At any point ࢺ࢛ = ࢜ࢺ =  
In general (at any point, also away from the minimum) we can prove that the 2-D Laplacian of both u and v  vanishes; 
 Proof: using the Cauchy Riemann theorem we get that: 

ݑଶ = ߲ଶݑ
ଶݔ߲ + ߲ଶݑ

ଶݕ߲ = − ߲ଶݒ
ݕ߲ݔ߲ + ߲ଶݒ

ݔ߲ݕ߲ = 0 
and similarly ଶݒ = 0.   
The Laplacian condition means that at a maximum along x, i.e., a point where 
డమ௨
డ௫మ < 0 (the condition for a minimum, along with డ௨

డ௫ = డ௨
డ௬ = 0), at that point u 

will have a mimimum along y,  డమ௨
డ௬మ > 0, and vice versa (we could have isolated 

cases where both 2nd derivatives are zero, but the conclusion of an extremum will still be valid then, although harder to prove). 
So the landscape of u looks like a saddle (see Mathews and Walker for more pictures) 

 
 
Now to Saddle point integration: 
Now, back to our discussion.  When we have an integral in the complex plane 

ܫ ≡ ∫ ݁ఈ݀ݖ = ∫ ݁ఈ௨݁ఈ௩݀ݖ, 
we have to make sure that we take a path where the real-part goes through a maximum.  To get where that path is,  we can again write near the stationary point 
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(ݖ)݂ = (ݖ)݂ + 1
2 ݂ᇱᇱ(ݖ)(ݖ −  .)ଶݖ

Define, just for here, −݂ᇱᇱ(ݖ) as a complex number in polar coordinates, i.e., 
ܾ݁ఞ ≡ −݂ᇱᇱ(ݖ) 

where ܾ, ߯ are real parameters (and b is positive).  Further, define the deviation from z0 also as a complex number in polar coordinates, i.e.,  
ݖ − ݖ =  థ݁ݏ

so by the way 
ݖ) − )ଶݖ = ଶ݁ଶݏ  

So putting together we find that near the stationary point (with ݂ ≡  ((ݖ)݂
(ݖ)݂ = (ݖ)݂ − 1

2  ,ଶܾ݁(ଶథାఞ)ݏ
And taken together, we see that near the stationary point, the real and imaginary part of the function are: 

ݑ = ݑ − 1
2 ଶܾݏ cos(2߶ + ߯) 

ݒ = ݒ − 1
2 ଶܾݏ sin(2߶ + ߯). 

 
The integration contour should be one where  u decreases the most when we get away from the stationary point, i.e., where u looks like an inverted parabola for this, we need to have taken a direction so that "cos" is the largest, i.e., 

߶2)ݏܿ + ߯) = 1  i.e., 2߶ + ߯ =   ߨ2 ݎ 0
 ݅. ݁. , ߶ = − ߯

2 ݎ    = − ߯
2 +   ,ߨ

(݅. ݁. ,   ݁థ = ±݁ିഖ
మ ).  

In that direction, v will be stationary to 2nd order, since then  2)݊݅ݏ߶ + ߯) = 0. 
( A more general way to see it, albeit a little non-rigorously if you think about tit deeply,  is to recall that ݑߘ and ݒߘ are orthogonal to each other, so that in the direction where u varies the most, v is stationary). 
Therefore, in that direction,  

(ݖ)݂ = ݂ − 1
2  ଶܾݏ

Also, when   ݖ − ݖ = ഖି݁ݏ±
మ , then: ݀ݖ = ݁ିഖ

మ  .ݏ݀
So: 
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ܫ ≡ ∫ ݁ఈ݀ݖ ≅ ݁ఈబ݁ିఞଶ∫ ݁ିఈଵଶ௦మ݀ݏ = ඨ2ߨ
ܾߙ ݁ିఞଶ݁ఈ(௭బ)  

But we defined  
ܾ݁ఞ ≡ −݂ᇱᇱ(ݖ) 

So 

ඨ1
ܾ ݁ିఞଶ = ඨ 1

−݂ᇱᇱ(ݖ) 

And we get 
∫ ݁ఈ(௭)݀ݖ ≅ ඨ ߨ2

(ݖ)ᇱᇱ݂ߙ− ݁ఈ(௭బ) 
i.e., exactly the same formula we had before! This is general – you often can continue formulae to the complex plane. 
This is the end of the complex integration part, but you should read Mathews and Walker for more contour integration. 
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Appendix to complex variables: Differentiating a general (non-
analytic) function w.r.t. ࣒ ࢊࢇ ࣒∗ 
Let’s say we have a complex number or a vector or a function, ߰ and we have a function G that depends on ߰ and ߰∗.    

,߰)ܩ ߰∗) 
How to take derivatives of this function?  
The answer is simple; let’s state it first and then prove: when differentiating w.r.t. ߰ keep ߰∗ fixed, and vice versa, i.e., we can consider 

ܩ߲
߲߰∗ฬ

ట
, and    ߲ܩ

߲߰ฬ
ట∗

 

This is very strange, i.e., how can you think of varying a function keeping its complex conjugate fixed? Fortunately, it works and is efficient and time savings, and we’ll give the relations below. 
Before exemplifying, let’s see what this means. 
Denote the real and imaginary parts of ߰ as  

߰ = ݑ +  ݒ݅
So 

߰∗ = ݑ −  ݒ݅
An important thing to note is that on the one hand u, v are real; however, when we differentiate w.r.t. to them we don’t restrict them, so formally they could be (during the differentiation!) both complex and real.  This is difficult to absorb; but think of the Eqs. above then as a definition of ߰, ߰∗in general. 
So we can write 

ܩ߲
ฬݑ߲

௩
, and ߲ܩ

ฬݒ߲
௨

 
Then, formally, 

ܩ߲
߲߰∗ฬ

ట
= ܩ߲

ฬݑ߲
௩

ݑ߲
߲߰∗ฬ

ట
+ ܩ߲

ฬݒ߲
௨

ݒ߲
߲߰∗ฬ

ట
 

So we need to determine డ௫
డట∗ቚట,  డ௬

డట∗ቚట.  This is done by writing from above 

ݑ = ߰ + ߰∗
2  
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And 
ݒ = ߰ − ߰∗

2݅  
So 

ݑ߲
߲߰∗ฬ

ట
= 1

2  , ݒ߲
߲߰∗ฬ

ట
= − 1

2݅ = ݅
2      

So 
ܩ߲

߲߰∗ฬ
ట

= 1
2

ܩ߲
ฬݑ߲

௩
+ ݅

2
ܩ߲
ฬݒ߲

௨
 

And 
ܩ߲
߲߰ฬ

ట∗
= 1

2
ܩ߲
ฬݑ߲

௩
− ݅

2
ܩ߲
ฬݒ߲

௨
 

The important thing is that these two quantities are linearly independent; and if we know them we can find the derivatives of the function w.r.t. the real and imaginary part.  If you prefer, then think of these as the definitions of the gradients w.r.t. the function and its derivatives. 
 
Example (related to the solution of linear problems that we talked about before; there it was for real function). Say we have a function 

ܧ = (ܽ݃ − ܾ)∗(ܽ݃ − ܾ) + ܿ݃∗݃ 
i.e., 

ܧ = (ܽ∗݃∗ − ܾ∗)(ܽ݃ − ܾ) + ܿ݃∗݃ 
where ܿ is real, g is complex (I change from ߰) and we want to set ܧ at a minimum.  Then we could have written this in terms of ݑ, ݃ where  ݒ = ݑ +  :i.e., we could’ve written ,ݒ݅

ܧ = ݑ∗ܽ) − ݒ∗ܽ݅ − ݑܽ)(∗ܾ + ݒܽ݅ − ܾ) + ଶݑܿ +  ଶݒܿ
 And then differentiate w.r.t. u,v, and set the derivatives to zero ;  but instead we differentiate the green expression above  w.r.t. ݃∗ and get 

0 = ܧ߲
߲݃∗ = ܽ∗(ܽ݃ − ܾ) + ܿ݃ 

i.e., 



69 
 

݃ = ܽ∗ܾ
|ܽ|ଶ + ܿ 

(Exercise: get the same expression from the gray equation above, in terms of u,v ; see how more cumbersome it is!) 
Note that in this case, when we want to get an equation for g, we differentiate w.r.t.  ݃∗.  If we were to differentiate w.r.t. g, we would get an equation for ݃∗ that will be the complex conjugate of the equation for g, so everything will work fine. 
The same applies of course when we diff. w.r.t. a Hermitian conjugate (complex and transpose), but I’ll leave it up to you. 
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GROUP THEORY (Combination of A.J. Levine's notes with 
Mathews and Walker, Chap.16) 
Overview: 

1. Definition of a group: closed, associative, identity, inverse. 
2. Subgroups: invariant 
3. Abelian groups 
4. Examples: Continuous: Orthogonal, unitary, special unitary; finite groups – Sn, cyclic 
5. S3 example.   
6. Cycles 
7. The rearrangement theorem 
8. Cayle's theorem: every finite group of order n isomorphic to subset of Sn 
9. Classes and Invariant subgroups 
10.  Conjugate subgroups  (H'=gHg-1) --- identical or isomorphic ;  
11. Invariant subgroups (any subgroup identical to all its conjugate subgroups). 
12. Left and right cossets , gH , Hp 
13. Lagrange's theorem – order of subgroups divides the group order. 
14.  Factor groups – set of cosets. 
15.  Homorphism and isomorphism 
16. Symmetries 
17.  Representations:  

 Reducible and irreducible, multiplets 
 Properties of irreducible representations: Schur's lemma, orthogonality theorem 
 Characters 

18.  Continuous groups and generators;  
 Generators; Generators are Hermitian. 
 Finite rotations 
 Lee algebras 
 Examples for rotations in QM 
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Definition of a group:  
A set of objects, G = {a, b, … } and a muplipliciation rule, such that: 
 The group is closed under multiplication: 

 If, a, b ∈ G  then a ∙ b = G 
 Multiplication is associative 

 (a ∙ b) ∙ c = a ∙ (b ∙ c) 
 There exists an identity element, labeled "I", such that  

a ∙ ܫ = ܫ ∙ a = a  for all a ∈ G 
 There exists an inverse aିଵ for each member of the group a, such that 

aିଵ ∙ a = a ∙ aିଵ =  ܫ
In the following we’ll often hide the , i.e., abbreviate ab for a ∙ b 
A few other definitions: 
 If  G′ ∈ G and G′ ia closed under multiplication (see part a of the group definition), then G' is a subgroup of G. 
A more subtle definition:   
 If for any g ∈ G and g′ ∈ G′  we have that ggᇱgିଵ ∈ G  then we say that G' is an invariant subgroup of G—see later. 
Note the connection to a similarly transform of matrices or operators 
   If ab = ba for all a, b ∈ G, then G is Abelian  or commutative. 
 
Example: {−1, +1} under multiplication: write the group multiplication table: 

 − +1 
− +1 -1 
+ -1 +1 

Further Examples for groups: 
The first few groups exemplified are groups of matrices, where the operation is 
matrix multiplication: 

 n*n orthogonal matrices: O(n) 
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 n*n orthogonal matrices with det. +1:    SO(n) 
 n*n unitary matrices: U(n) 
 n*n unitary matrices with det. 1: SU(n) 

The 4 examples above were for continuous groups. 
Other examples: finite groups. 

 Sn : Group of permutations of n objects.  
 Cyclic groups:  The cyclic group, Cn, is defined as the group of cyclical rotations of n objects.  We'll exemplify these concepts on S3 and C3 now. 

Comprehensive example: The permutation group of 3 objects "S3": 
 We will label a permutation of 3 groups as, e.g., (2,3,1) which means: 
 If we were to start with 3 spheres, (A,B,C), then: 
   (2,3,1)  permutation of (A,B,C) would have given (B,C,A).  
(i.e., into the first place we will move the 2nd ball, into the 2nd place we'll move 
the 3rd ball, etc.). 
Similarly, a permutation of 1 and 3 would be denoted as (3,1) (we could have 
more properly denoted it as (3,2,1), but since the 2nd ball is left in place, we often 
denote it for clarity as (3,1).) 
The 3!=6 members of the group are: 
 I – the identity member (nothing is changed) 
 (3,2) – 2 and 3 are permuted 
 (2,1) – 1 and 2 are permuted 
 (3,1) – 1 and 3 are permuted  
 (2,3,1) – see above, all 3 permuted, cyclically (see figure) 
 (3,1,2) – all 3 permuted in the opposite direction. 
This is a group, as we can see, i.e., the multiplication of 
two members is simply acting successively with each 
(starting from the right).  For example: 

(3,2)*(3,1,2) = (3,1)    
Proof: Label the balls A,B,C.   We start with balls ordered as (A,B,C) 
We first act with the right member.  Acting with (3,1,2) results in (C,A,B) 
Acting with (3,2) on this (i.e., on (C,A,B)) permutes the balls in the 2nd and 3rd 
positions, so it gives (C,B,A), which is equivalent to what would (3,1) would have 
given if acted on the original (A,B,C) order. 

 

1 2

3

 
Graphic rendering of the cyclic permutation (2,3,1) 
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Similarly, we can write the whole 6*6 group multiplication table, tedious but 
straightforward 
Subgroups example: 
Note that there are 4 natural subgroups for this group: permutations of 2 objects.  
And cyclical permutations 
First subgroup: (3,2) and the identity I=(1,2,3) form a subgroup (associated 
with permuting just 2,3).  This subgroup has the same multiplication table as 
that of the numbers (-1,1), i.e., 

 (, ) I 
(3,2) I (3,2) 
I (3,2) I 

Groups which have the same multiplication table are related ("isomorphic"), as 
we'll show later. 
Similarly, (3,1) (permuting 3 and 1) and I form a subgroup, and 
   {(2,1), I} also is a subgroup. 
Cyclical permutations subgroup: Another subgroup is associated with switching 
all objects cyclically, as if they're arranged in a loop; it is called C3 .   In addition to 
I, the cyclical subgroup contains: 
  (2,3,1) (shifting all to the left, the leftmost one goes to the right)—see figure previous page. 
 (3,1,2) shifting all to the right (and the right most goes to the left); it is the same  as shifting twice to the left, i.e.,    (2,3,1)2 = (2,3,1)*(2,3,1) = (3,1,2)  

 (Proof: do it yourself, acting on our three original spheres, A,B,C). 
So the cyclical permutation subgroup is  

C3={ I, (2,31) and (3,1,2)}. 
You can prove that the multiplication table for the cyclical permutations is 
equivalent to that of the three complex numbers, 1, exp ቀଶ

ଷ ቁ , exp ቀ− ଶ
ଷ ቁ .  Later 

we'll see one matrix equivalent to this group. 
 

Also note: in our specific case, the subgroups are all Abelian (a*b=b*a for every 
two members within each particular subgroup) but the overall group is not 
Abelian, e.g.,  
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(3,2)*(3,1,2) = (3,1)   but 
(3,1,2) ∗ (1,3,2) = (2,1) 

Bigger groups have of course also non-Abelian subgroups (e.g., the permutation 
group of 4 objects has the permutations of the 1st three as a non-Abelian 
subgroup). 
Now we will get to a very useful concept: 
Cycles. 
For each element "a", let's act by "a"  once, then again, then again, etc.; i.e., we 
consider 

a, aଶ, aଷ, aସ, … a୬  
At one point the element will return to 1, that will be the length of the cycle.  For 
example, for our S3 group, the order of (3,1) is 2  as (3,1)(3,1)=I . 
In general: 
 All the elements of the cycle are different; that's easy to prove by contradiction.  
Say we had two elements in a cycle that were equal,   

a୩ = a୫ 
then, multiplying by (aିଵ)୩  we get 

1 = a୫ି୩ 
So the length of the cycle is smaller than m, a contradiction. 
From this, it follows that the length of the cycle is smaller or equal to the number 
of elements in the group (the "order" of the group).   
One can prove an even stronger statement,  
The length of the cycle has to be a divisor of the order of the group.  For S3, for 
example, with 6 elements, the length of the cycle can be 1, 2,3 or 6.  We’ll prove 
that “Lagrange’s theorem” later. 
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The rearrangement theorem 
In a finite group the action of an element on the set of all elements, rearranges 
the set. 
Easy to prove: 
Denote by n the size of the finite group, G, with elements {gଵ, gଶ, … , g୬}    
For any p ∈ G and a, b ∈ G,  if pa = pb   →   a = b  (multiply by pିଵ on the left), so 
if a ≠ b then pa ≠ pb.  
So consider pG = {pgଵ, pgଶ, … , pg୬} ,.   
Each pg୨ is distinct , as we have shown above  and we have n of them, so the set 
pG contains exactly the same number as G and each of its elements is in G  (by 
definition of group multiplication), so pG = G  , Q.E.D. 
Note also pg୧ ≠ g୧ unless p=I, the identity element. 
 
Try this with our favorite group, permutations of three objects, officially denoted 
as S3: 

 S3 = { I,          (2,1),       (3,1),      (3,2),      (2,3,1),     (3,1,2)  } 
E.g. (try this): 

(2,3,1)Sଷ= {(2,3,1),  (3,1),     (3,2)       (2,1),     (3,1,2),      I }      
so we’re back to S3 (order of elements of group is unimportant, just what the 
elements are!) 
(Practice, if you’re not sure, here's example,    (2 31 )(3,1) on (ABC) 
                                                                                           = (2 3 1) on (CBA) 
                                                                                           = (BAC)    
        =  (3,1) on (ABC) ) 
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Cayley's Theorem: Every group G of order n is isomorphic to a 
subgroup of Sn, the group of permutations on n objects. 
I.e., given ∈ G , we can define a permutation associated with ܽ ; this permutation, 
labeled ܲ , will be defined as  

ܲ =  ቀ ݃ଵ     ݃ଶ    ݃ଷ  …    ݃ ݃భ  ݃మ   ݃య  …  ݃  ቁ 
Where ݃ = ܽ݃ 
Example: our favorite group S3, permutations of 3 groups, has 6 elements into it.  
So action by a group member is by itself a permutation of these 6 objects.  We 
can see it if we write what we got above, i.e., when we wrote S3 in a particular 
order and acted on it by the element (2 3 1): 

P(ଶ ଷ ଵ)= ൬        I,              (2,1),              (3,1),       (3,2),         (2,3,1),       (3,1,2) 
(2,3,1),          (3,1),             (3,2)         (2,1),         (3,1,2),                I ൰ 

This is a permutation, since if we just label the 6 elements of S3 as we wrote them 
as (1,2,3,4,5,6), i.e., element I is I, element 2 is (2,1), element 3 is (3,1), etc., then 
P2,3 1 is equivalent to this permutation: 

ቀ1, 2, 3, 4, 5, 6 5, 3, 4, 2, 6, 1ቁ 
Or just, if we abbreviate, (5 3 4 2 6 1). 
Proof of Cayle's theorem: 
We need to prove that this set of elements, Pa, is a group, i.e., that there is a 
multiplication such that multiplying two members of the set gives another 
member; but that's fairly obvious; in words, the multiplication of Pa and Pb will 
be the permutation obtained by action of a*b, i.e.,  

Pୟ ∙ Pୠ = Pୟ∙ୠ 
For example, in our case 
P(ଶ ଷ ଵ)= ൬        I,              (2,1),              (, ),       (3,2),         (2,3,1),       (3,1,2) (2,3,1),          (3,1),             (3,2)        (2,1),         (3,1,2),                I ൰ 
So 
 

P(ଶ ଷ ଵ)P(ଶ ଷ ଵ)
= ൬        I,              (2,1),              (, ),       (3,2),         (2,3,1),       (3,1,2) (3,1,2),          (3,2),             (2,1)        (2,1),         (2,3,1)               ,ܫ ൰ 

(proof: take e.g., the third element in other original group list , (3,1); Pଶ,ଷ,ଵ  maps 
it to (3,2), which is in turn mapped by  the 2nd P(ଶ,ଷ,ଵ) to(2,1);  I used color to 
highlight this above. 
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Similarly, 
P(ଶ ଷ ଵ)P(ଶ ଷ ଵ)P(ଶ ଷ ଵ) = 

= ൬  I,           (2,1),              (3,1),       (3,2),         (2,3,1),       (3,1,2) 
I,            (2,1),              (3,1),       (3,2),         (2,3,1),       (3,1,2) ൰ 

i.e.,  
P(ଶ ଷ ଵ)P(ଶ ଷ ଵ)P(ଶ ଷ ଵ) = I = identity (null)permutaion! 

Thus, in our case the cycle obtained by acting with ܲ(ଶ ଷ ଵ) had a length 3, i.e., 
after 3 iterations it went back to unity.  Similarly, there are cycles with length 2.  
We can prove (see later) that the length of each cycle is a divisor of the length of 
the group, so for a group of length 6 (like S3) there cannot be cycles of length 4 or 
5, as 4 or 5 don’t divide 6. 
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Classes and Invariant Subgroups 
Definition: 
Conjugate elements: Two elements a, b  in a group G are called conjugate  

a~b 
if there exists an element p in the group, such that 

܊ =  ܛܜܖ܍ܕ܍ܔ܍ ܍ܜ܉ܝܒܖܗ܋     ିܘ܉ܘ
Classes: sets of elements that are conjugate to each other. 
Note:  
 Each element is conjugate to itself,     a = IaIିଵ  
 Elements are symmetrically conjugate, i.e., 

a~b → b~a;  
 Proof: b = papିଵ → a = pିଵb(pିଵ)ିଵ   
 Conjugation is a transitive property:    

a~b, b~c → a~c. 
 Proof: there exists p, g such that : 

b = papିଵ, c = gbgିଵ = gp apିଵgିଵ = (gp)a(gp)ିଵ 
 (note that we used (gp)ିଵ = pିଵgିଵ, as proved for matrices; proof:  
 = pିଵgିଵ(gp) = pିଵgିଵgp = pିଵp = I 
The transitive property implies that each element belongs only to one class, since 
if a~b  anf a~c  then it implies that b~c, so b and c have to in the same class; i.e., 
all the elements that a is conjugate to are in the same class, so ܽ cannot belong to 
two different classes. 
Example: 
Conjugate classes of S3: three such classes: 
 

(2,3,1),  (3,1,2) 
(1,2),  (2,3),  (1,3) 
I 

 
Definition:  conjugate subgroups. 
If H ⊆ G is a subgroup, then we define 
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     ۶ᇱ ≡ ܐ ܔܔ܉ ܚܗ ) ିࢇࢎࢇ} ∈ ࢇ ܚ܉ܔܝ܋ܑܜܚ܉ܘ ܉ ܌ܖ܉ ۶ ∈ ۵)}  
We say that H, H′ are conjugate subgroups.   
 Note: conjugate subgroups are either identical or isomorphic; the latter means 
that we can find one to one match of the two subgroup, and the product of two 
elements in one group is associated with a product of the associated elements in 
the other  
Put differently:  if ݂ = ݃ℎ,  and ݂, ݃, ℎ are associated with f ᇱ, gᇱ, h′ then ݂ᇱ = ݃′ℎ.  
Proof: 

݂ᇱ = ݂ܽܽିଵ = ܽ݃ℎܽିଵ = ܽ݃ܽିଵܽℎܽିଵ = ݃′ℎ′ 
 
Definition: Invariant subgroup 
If H ⊆ G is identical to all its conjugate subgroups, then H is an invariant 
subgroup. 
Makes sense and could be proved: H is an invariant subgroup if it contains 
elements of G in complete classes. 
Example: 

{I, (2,3,1), (3,1,2) }  ⊆ Sଷ   is an invariant subgrouo 
{I, (2,1) }  ⊆ Sଷ   is NOT an invariant subgroup; 

   E.g., define ܽ = (3,1) (and therefore ܽିଵ = ܽ = (3,1)). Then, 
                          (3,1)(2,1)(3,1) =(3,1,2), 
So multiplying the (3,1) permutation with ܽ  on the left and ܽିଵ  on the right 
takes us to a different element (a conjugate element), i.e., to a conjugate 
subgroup which is different than the initial subgroup. 
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Cosets and Factor groups: 
Def. of coset: Let 

ܪ  = {ℎଵ, ℎଶ, … } ⊆    ܩ
be a subgroup of G.  Pick an element , , of G, 

 ∈ ,ܩ  ∉  ܪ
Then  ࡴ = ,ࢎ} ,ࢎ … } is a left coset of G, and ܪ = {ℎଵ, … } is a right coset of 
G. 
Claim: for each two elements of G,  and ݍ, either ࡴ =  or they have no ࡴ
element in common! This means we have a new way to break up groups. 
Proof:  
If ℎ = ℎݍ → ଵିݍ = ℎℎି ଵ ∈ .݅       ,ܪ ݁. , ଵିݍ     = ℎ   for  some ݇    → 

    = ℎݍ    → ܪ     = ܪℎݍ =  ܪݍ
Example: left cosets in S3: 

Hଵ = {I, (231) (312)} 
First coset of H1: H1 itself :  {(231)  (312)   I  }   
Second coset of H1:  (31) (21) (32) 
 
Another example: left coset of H2: 

ଶܪ = ,ܫ} (2,1)} 
First coset of H2: H2 itself :  {(2,1)  I  }   
Second coset of H2:  (3 1) (3 1 2)    
(obtained e.g., by multiplying p=(3,1) by H2  ) 
Second coset of H2:  (3,2) (2 1 3) 

Lagrange's Theorem: 
The order of a finite group must be an integer multiple of the order of any of its 
subgroups (as mentioned previously). 
Proof: take a subgroup H of G 
The left costs of H partition the group with each element appearing only once. 
So the number nG  of group elements in G must by knୌ ,  where k is the number of 
cosets, i.e., nୋ = knୌ (and k integer), Q.E.D.  
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Factor groups: 
If H is an invariant subgroup of G,  the set of cosets can be taken as a group, called 
a "factor" or "quotient" group with the multiplication rule pH ⋅ qH = (pq)H.   
This quotient group is labeled as  G/H,  the reason being that its length is nୋ/nୌ. 
Proof/notes: 
For an invariant subgroup, the left and right cosets are the same, 

ଵିܪ  = →  ܪ ܪ    =  ܪ
Let's prove that the quotient set is really a group. 
 First, closure under multiplication. 

ܪݍܪ =all products of the form: ℎݍℎ .   
  But 

ℎݍℎ = ℎݍଵℎିݍݍ = ℎݍ ,  
   where 

ℎ = ଵℎିݍℎݍ  
Since H is invariant,  ݍℎିݍଵ belongs ot the group, and therefore, as 
H is a group, (ݍℎିݍଵ)ℎthen also belongs to the group, so h୩ is a 
member of the subgroup H. 

So: 
ܪݍܪ =  (for H invariant)        ܪݍ

 The identity is clear: 
 = →  ܫ ܪ = ܪܫ =  ܪ

 Associativity clearly works, (ܪ ⋅ (ܪݍ ⋅ ܪݎ = ܪ ⋅ ܪݍ) ⋅ (ܪݎ =  ܪݎݍ
 There is an inverse, i.e.  

ଵି(ܪ) =  ܪଵି
 Proof:  using ܪݍܪ = for invarient groups, we get (taking q ܪݍ = pିଵ): 

ܪ)(ܪଵି) = ܪଵି = ܪܫ =    ܪ
Since we grouped the nୋ elements of G into sets (the cosets) of size nୌ), 
which do not overlap, we have indeed nୋ/nୌ elements in the factor group, 
G/H. 
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Example: H = {I, (3,12), (2,1,3)} is an invariant subgroup of S3. 
The cosets of  H are H itself and  another coset, labeled M, and defined as 
M=(1,2)H = {(31) (21) (32)}.  
The multiplication table of Sଷ/H  is 

 M H 
H H M 
M M H 

Note that this table is the same as that of the cyclic group of two things,  C2 = {I, 
(2,1)}, or identically to S2, and therefore the two groups are isomorphic 
(meaning essentially the same, we'll see later a precise definition) 
So the factor group Sଷ/H is isomorphic to Cଶ and H and M correspond to even 
and odd permutations.  
In essence, the factor group corresponds to the original group where you "ignore" 
the differences between elements in each coset. 
Here we turned S3 into C2 by ignoring which 
permutations it was and just keeping track of the 
evenness or oddness of the permutation.  

Homomorphism and Isomorphism 
Homomorphism: A mapping between one group and 
another that preservers multiplication. 
g୧ ∈ G → g୧′ ∈ G′  and if gଵgଶ = gଷ  then gଵ′gଶ′ = gଷ'  

Example: mapping S3 → C2  (see figure) 
Isomorphism: we alluded to that earlier.  It is a special (one-to-one mapping) 
homorphism.  If G and G' are isomorphic we say that: 
G' is a faithful representation of G (and vice versa), and use the symbol ܩ ≅    .′ܩ
An example is S3/H=C2  which is isomorphic to {1,-1}, i.e., {1,-1} are a faithful 
representation of C2. 
Another example is C3; we already saw one faithful representation of it, 3 
complex numbers ,  {1, ݁మഏ

య , ݁ିమഏ
య }.   (see figure): 
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Obviously, another faithful representation of C3 is {1,ܴଶ ቀଶగ

ଷ ቁ , ܴଶ ቀ− ଶగ
ଷ ቁ} ; , i.e., 

rotations in 2D by 120 and 240 degrees (see above). 
These 2D rotations can be represented therefore by the following rotation 
matrices 

ەۖ
۔
ۓۖ

ቀ1 00 1ቁ ,
ۉ
ۇۈ

1
2

√3
2

− √3
2

1
2 ی

ۊۋ ,
ۉ
ۇۈ

1
2 − √3

2
√3
2

1
2 ی

ۊۋ

ۙۖ
ۘ
ۖۗ = ,ܫ} ܽ, ܽଶ} 

 You can verify explicitly that indeed the 3rd matrix is the square of the 2nd (so we 
can call it ܽଶ) and also ܽଷ = 1, as should be for the cyclic rotation group. 
Symmetries: 
As chemists we’re usually interested in groups for describing symmetries;  
For example, an isosceles molecule of identical atoms, X3, will have an S3  
symmetry – in addition to the cyclic rotations C3 it will also have three mirror 
planes (light blue in the figure)  where the molecule can be reflected, see figure 
below. 
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Once one atom is modified, only one inversion symmetry remains, belonging to 
S2 ⊆ ܵଷ 
That’s a general feature – starting from a symmetric molecule or object, by 
changing the ingredient(s) we will usually reduce the symmetry. 
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REPRESANATIONS: Reducible and irreducible 
Multiplets 
Very important for QM and the use of symmetry and matrices in it. 
Example: take a Hamiltonian H (H now denotes the Hamiltonian, not a 
subgroup).  Say that H is invariant under  a group G of symmetry transformations 
denoted by the operator R, i.e., 

ܪ = ,ଵିܴܪܴ ܴ ݁ݎℎ݁ݓ ∈    ܩ
i.e., the transformed H equals the original H.  (Example: translations; or rotations 
for a Hamiltonian with spherical symmetry, etc.) 
Note that the condition above means that  

ܴܪ = → ܪܴ   [ܴ, [ܪ = 0 
This implies that there is a set of degenerate energy eigenstates related by the 
symmetry operation; i.e., given 

〈߰|ܪ =    ,〈߰|ܧ
then every new vector obtained by acting by R is also an eigenstate with the 
same energy: 

|߰ோ〉 ≡ ܴ|߰〉 
〈ோ߰|ܪ = 〈߰|ܴܪ = 〈߰|ܪܴ = 〈߰|ܧܴ =  .〈ோ߰|ܧ

The full set of states {ܴ|߰〉, for all  ܴ ∈  .is called a multiplet {ܩ

Representations 
We will find matrix representation(s), {ܯ(݃ଵ), ,(ଶ݃)ܯ … ,  represents the action of g on that vector (݃)ܯ in the space of |߰〉 so that for each element of the group, ݃,  the matrix {(݃)ܯ

  ݃|߰〉 = ∑ (݃)ܯ  |߰〉    (݅. ݁. , (݃)ܯ = ൻ߰ห݃ห߰ൿ) 
A representation fulfills 

݃݃ = ݃ → (݃)ܯ(݃)ܯ =  .(݃)ܯ
If all the matrices are different (or at least linearly independent) the 
representation is isomorphic to G, otherwise it is homomorphic. 
 Note that I used "a" as a superscript, not to confuse with the basis set.  Also, note 
that the choice of matrices and how they operate on a vector is ours – we can 
make it more or less complicated.  This is discussed now: 
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Irreducible and reducible representations 
There are special representations that are irreducible : if R can take any element 
of the set of vectors టܸ = {|߰〉}  to all other elements then it is an irreducible 
representation; 
On the other hand, there are examples of reducible representations. 
INSERT: Matrix Rotation Upon Basis Change: 
First, let’s recall what happens to the representation when we transform a basis.  
We did that before, but it is good exercise to recall again.  When we rotate a basis 

߯ =  ܷ∗ ߰


 
where U is unitary, then  

ᇱܯ (݃) = ൻ߯ห݃ห߯ൿ =  ܷ ܷ∗


 |݃|߰ۧ߰ۦ

i.e., 
(݃)ᇱܯ =  ାܷ(݃)ܯܷ

END OF INSERT. 
Next, let's consider a particular reducible representation, labeled ܦ(݃).  Being 
reducible means that there is some subset |߯〉 where acting with the group on 
an element of the vector does not take the result outside of a.  In matrix form this 
means that after rotation by the corresponding U (moving from the initial basis 
set to the specific basis set), then 

ାܷ(݃)ܦܷ = (݃)ᇱܦ = ൬ܦᇱଵ(݃) 0
0  (ݏ݁ܿ݅ݎݐܽ݉ ݈ܾ݁݅ܿݑ݀݁ݎ)                          ᇱଶ(݃)൰ܦ

Say for example there are 10 vectors in the basis, and ܦଵ(݃) is a set of 3*3 
matrices while ܦଶ(݃) is a set of  7*7 matrices; then this means that every group 
member rotates the first 3 vectors among themselves, and the last seven among 
themselves. 
In that case, ܦଵ(݃) and ܦଶ(݃) are two indepdendent representations and we 
write (dropping the primes, and remembering that this is true possibly only after 
matrix rotation by a unitary matrix U): 

ܦ = ଵܦ ⊕  ଶܦ
It is clear that we can write any representation then as a sum of irreducible 
representations, i.e., those that cannot be represented themselves as a further 
sum of other representations. The irreducible representations are thus the 
building blocks of any representation;  
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For another example, a matrix representation (i.e., a set of "h" matrices, where h 
is the group length—not the number of vectors!) that can be brought to the form  

(݃)ܦ = ቌ
(݃)ଵܦ 0 0

0 (݃)ଵܦ 0
0 0 (݃)ଶܦ

ቍ 

will be also written as 
ܦ = ଵܦ2 ⊕  ଶܦ

Example: Irreducible representations of S3 (from Mathews and Walker). 

 

Properties of Irreducible representations (won't be proven) 
(1) Every representation is equivalent to a unitary representation, i.e., one in which each matrix is represented by a unitary matrix. 
(2) A matrix which commutes with every matrix of an irreducible representation is a multiple of the unit matrix, i.e., 

If for all  ݃,    ܦܣ(݃) = irreducible ܦ and    ,ܣ(݃)ܦ → A is a multiple of the unit matrix. 
(3)  Schur's Lemma: If  ܦ(ଵ)(݃),   are two irreducible representations and there's a matrix A such that for all group members g  (݃)(ଶ)ܦ

ܣ(݃)(ଵ)ܦ =  (݃)(ଶ)ܦܣ
then either ܣ = 0 (trivial case) or ݊ଵ = ݊ଶ,  det(A)≠ 0, and the two representations are equivalent to each other. 

(4) Practically very important: Orthogonality theorem. 
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Let a group G contain h elements, and consider two irreducible 
representation, ܦ()(݃),    .(݃)()ܦ
ఈఉܦ :is a matrix so we denote its elements as (݃)()ܦ

()(݃).  Then 
 ቀܦఈఉ

()(݃)ቁ∗ ఊఋܦ
()(݃) = ℎ

݊
ఉఋߜఈఊߜߜ .


 

Let’s think what this theorem means.  Let's consider the ߚߙ elment of the i'th irreducible representation; "h" is the number of group elements, to we 
can think of ܦఈఉ

()(݃)  (for a particular ߚߙ ܽ݊݀ ݅)  as a vector with h 
elements. 
The orthogonality theorem says that there this vector is orthogonal to any other such vector from other irreducible representations, and is further orthogonal to other vectors from a different location (ߛ,  .in the same representation (ߜ

 Finally, when dotted with itself, the vector gives 
  

(5) Each representation "i" is made of "h" matrices which are each ݊ ∗ ݊  in dimension.  I.e., each representation has (݊)ଶ independent vectors of length h associatred with it (due to the orthgooanlity therem).  As there can be no more than "h" independent vectors of length h, we get 
 ݊ଶ  ℎ


 

It turns out that we can prove that there is an equality sign, i.e.,  
 ݊ଶ = ℎ


 

Example for the orthogonality theorem: S3. 
We can exemplify these properties using the table for the group S3.  Let's consider ߚߙ = 2,1  and i=3 (the 2*2 matrix representation).  Then: 

(݃)ଶଵ(ଷ)ܦ = ቆ0, − √3
2 , √3

2 , √3
2 , − √3

2 , 0ቇ = √3
2 (0, −1,1,1, −1,0) 

 When dotted with ܦଵଵ(ଵ)(݃) = (1,1,1,1,1,1) or with ܦଵଵ(ଶ)(݃) =(1,1,1, −1, −1, −1)the answer is obviously zero. 
 When dotted with ܦଶଶ(ଷ)(݃) = (1, − ଵ

ଶ , − ଵ
ଶ , − ଵ

ଶ , − ଵ
ଶ , 1) the answer is zero; 

similarly if we dot with ܦଵଶ(ଷ)(݃) = √ଷ
ଶ (0,1, −1,1, −1,0)  or ܦଵଵ(ଷ)(݃) =

(1, − ଵ
ଶ , − ଵ

ଶ , ଵ
ଶ , ଵ

ଶ , −1). 
 When dotted with itself, we get ቀ√ଷ

ଶ ቁଶ ∗ (0 + 1 + 1 + 1 + 0) = 3 = 
ଶ = 

య 
Also, ݊ଵ = ݊ଶ = 1, ݊ଷ = 2  so ∑ ݊ଶ = 1 + 1 + 4 = 6 = ℎ      ܳ. .ܧ .ܦ   
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CHARACTERS 
Matrix representations are not unique, since we can always do a similarity transform by any unitary matrix U: 

(݃)ܦ → (݃)ᇱܦ = ܵ (݃)ܵା,       ܵܵା = 1 
We therefore characterize the irreducible representations by characters, defined as traces of the representation 

߯()(݃) =  (݃)ఈఈ()ܦ
ఈ

 
Example: S3.  Take the matrices in the previous table, and calculate the trace of each: 

 
Note 

(i) The character of the identity element – here [1,2,3] – is the dimensionality of the representation, since the trace of a unit matrix is its dimensionality. 
(ii)  You notice immediately that within the three classes of the groups, the characters are equal. 

Here are the three classes 
 C1 = I (=(1,23) 
 C2 = Cyclical elements { (2,3,1), (3,1,2) } 
 C3 = Single permutations { (1,3,2),  (3,2,1), (2,1,3) } 

The general proof that the within each class the characters are equal is straightforward: 
  If ݃ଵ and ݃ଶ are in the same subclass, then there's an "h" in the group such that   

 ݃ଵ = ℎ݃ଶℎିଵ   
 So, in any representation (using Tr(ABC)=Tr(CAB) 
߯()(݃ଵ) = ݎܶ ቀܦ()(݃ଵ)ቁ = ݎܶ ቀ ()(ℎ݃ଶℎିଵ)ቁ = ݎܶ ቀ ()൫ℎ)ܦ()(݃ଶ)ܦ()(ℎିଵ)൯ቁ 

= ݎܶ ቀܦ()(ℎିଵ)ܦ()൫ℎ)ܦ()(݃ଶ൯ቁ 
= ݎܶ ቀܦ()(ℎିଵℎ)൫ܦ()(݃ଶ൯ቁ = ݎܶ ቀ൫ܦ()(݃ଶ൯ቁ = ߯()(݃ଶ)        ܳ. .ܧ  .ܦ
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It is a matter of a few lines proof to get from the highlighted orthogonality theorem to an analogous and more compact theorem for the characters: 
 (ܥ)()߯(ܥ)߯() = ℎߜ


 

where the sum is over the characters, and   is the number of elements in each character, and we write 
߯()(ܥ) ≡ ߯()(݃), where g is any member of ܥ 

(Hints for the proof: start from the orthogonality theorem, pick ߚ = ,ߙ ߜ = ,ߙ and then sum over ,ߛ ,ߙ elements.  The RHS gets an ݊  factor once we sum over both the LHS has characters of matrices, and they will be identical within the ;ߛ  (ߛ
The advantage of the present orthogonality theorem for characters is its compactness; let's label the number of classes by "s" (for our group there are 
s=3 classes); then the ߯()(ܥ) are a sort of orthogonal vector (with weights ). 

 
Therefore, when we have a reducible representation, we can know immediately how it is composed out of the irreducible representations;  
For example, say we write a general reducible representation as  

(݃)ܦ = ܿଵܦ(ଵ)(݃) + ܿଶܦ(ଶ)(݃) + ⋯ 
We can then find the ܿ ,… coefficients by noting that the equailtiy holds for the 
traces, as for each g 

߯(݃) = ܿଵ߯(ଵ)(݃) + ܿଶ߯(ଶ)(݃) + ⋯ 
i.e., for each class  

(ܥ)߯ = ܿଵ߯(ଵ)(ܥ) + ܿଶ߯(ଶ)(ܥ) + ⋯ 
So multiplying by the vector of characters for a particular irreducible 
representation, ߯()(ܥ),  and summing (incluing pk), gives the coefficient of that representation: 

∑  ߯()(ܥ)߯(ܥ) = ℎ ܿ   !  
So given any representation, we just need to compute the trace of each element of the representation (or more precisely, just one trace for each class), and we can then find out, from the highlighted equation above, how this representation is computed of the irreducible representations! 
Mathews and Walker give examples – read them in 436-440, and also read the physical applications part  (pages 440-448)– very revealing!    
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CONTINOUS GROUPS AND GENERATORS 
E.g., rotations by an arbitrary angle 

 ܴ(߶) = ൬ ߶ݏܿ ߶݊݅ݏ
߶݊݅ݏ− ൰߶ݏܿ = ܫ cos ߶ +  ߶ଶsinߪ݅

where a reminder : 
ଶߪ = ቀ0 −݅݅ 0 ቁ 

Also, since (ߪଶ)ଶ =  then ,(!prove this) ܫ
ܴ(߶) = eఙమథ = ܫ cos ߶ +  ߶ଶsinߪ݅

Proof:  
 eఙమథ = 1 + ଶ߶+ ଵଶߪ݅ ଶ(߶ଶߪ݅) + ଵ

 ଷ(߶ଶߪ݅) + ⋯ 
And using  (ߪଶ)ଶ = 1, ଷ(ଶߪ) = ,ଶߪ   .ܿݐ݁

 eఙమథ = 1- ଵଶ ߶ଶ + ⋯ + ଶߪ݅ ቀ߶+ ଵ
 ଷ(߶ଶߪ݅) + ⋯ ቁ = cos߶ +  .ଶsin߶,    Q.E.Dߪ݅

From  ܴ(߶) = eఙమథ we get that 
ܴ(߶ଵ)ܴ(߶ଶ) = ܴ(߶ଵ + ߶ଶ) 

Consider now infinitesimal rotations (݈݈ܽ݉ݏ ߶ߜ) , i.e., rotations which are very 
close to the identity: 

(߶ߜ)ܴ = ݁ ఋథ ఙమ ≅ 1 + ଶߪ ߶ߜ ݅ = ൬ 1 ߶ߜ−
߶ߜ 1 ൰     

General definition: generators 
In general a definition: for any group G, where the elements are denoted as ܴ(߶) 
(whether they correspond to rotations or are something else), then a generator 
of the group G will be defined as 

ܵ = −݅ ܴ݀
݀߶ฬ

థୀ
ܴ ݎ݂    ∈  ܩ

Example: for the group of rotations in 2D, from the expression above we see that 
the associated generator is  

ܵ =  ଶߪ 
Theorem: every generator is traceless (i.e., its matrix representation is traceless). 
Proof:  
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ܴ ∼ (1 − ~(ܵ ߶ߜ݅ (ܵ ߶ߜ݅−)ݔ݁ = ܣ    ,(ܣ)ݔ݁ ≡  ܵ ߶ߜ݅−
Now recall what we learned at the end of the Linear Algebra part: 

we can relate the determinant of any matrix to the trace of its log: 
ࡹ = → ()࢞ࢋ (ࡹ)࢚ࢋࢊ =    (()࢘ࢀ) ࢞ࢋ

Using this and noting that R is an orthogonal matrix, we get, writing R=exp(A),  
1 = ݀݁ (ܴ) = ܶ) ݔ݁ (ܵ ߶ߜ݅−) = (ܵ)ݎܶ߶ߜ݅−) ݔ݁  

So   Tr(A)=0, i.e., Tr(S)=0, Q.E.D. 
Another (simpler) theorem: every generator is Hermitian. 
Proof: 

ܴ ∼ (1 −  (ܵ ߶ߜ݅
R is orthogonal, and is therefore since R is real, it is unitary (norm conserving): 

ܴାܴ = 1 
1 = (1 − ା(1(ܵ ߶ߜ݅ − (ܵ ߶ߜ݅ = (1 + ା)(1ܵ ߶ߜ݅ − (ܵ ߶ߜ݅

= 1 + ାܵ)߶ߜ݅ − ܵ) +  (ଶ(߶ߜ))ܱ
So ܵା − ܵ = 0,   →    ܵା = ܵ,     ܳ. .ܧ   .ܦ
So to summarize: generators are traceless and Hermitian. 
Finite rotations:  
So far we alluded to exponentiation, by writing, small rotation angle ߜ߶,  

(߶ߜ)ܴ ∼ (1 − ~(ܵ ߶ߜ݅  ,(ܵ ߶ߜ݅−)ݔ݁
while this is true to the order we looked at (linear at ߜ߶  the advantage of the 
exponential form is that if we form a finite rotation is will still be true, i.e., 
writing a finite rotation as a sum of many small rotations,  

߶ = ߶ߜ + ⋯ +  ߶ߜ
we get 

ܴ(߶) = (߶ߜ)ܴ(߶ߜ)ܴ … (߶ߜ)ܴ = exp(−݅ߜ߶ ܵ)exp(−݅ߜ߶ ܵ) … exp(−݅ߜ߶ ܵ) 
=  exp(−݅(ߜ߶ + ߶ߜ + ⋯ ߶ߜ  ܵ) 

i.e., 
ܴ(߶) = ݁ିథௌ 
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Q.E.D. 
 

Combining several rotations: Lee algebras. 
Next, consider what happens when we apply several rotations successively.  
Rotations are generally non-commutative (when we go past a 2D rotation in a 
single plane);  
Example (try it!): take a pencil pointing up along the z-axis; then rotate a little 
around the z-axis (i.e., around itself), not changing its position; and rotate then a 
little around the y-axis, so it will end along the x-z plane. 
If you were to do these two rotations in the opposite order, you'll first to rotate 
along the y-axis, bring the pencil to the x-z plane; and then you'll rotate around z, 
thereby making it point a little along y., i.e., in a different place then in the first 
series of rotations. 
While rotations are non-commutative in a general group, we can still consider 
groups of rotations (in a general space) that form a continuous group (which 
could possibly be a subgroup of the original group).  For this however to be true, 
we need to be able to express every series of rotations as a new single rotation. 
Let's see what this implies on the generators.  Consider action by two small 
rotations, one denoted by j and the other by k, each by a different small angle; 
we'll denote the angles, for brevity, as ߶  and ߳, without the "deltas", but 
remember that they are both small.  (Remember that we are not just talking 
about rotations in 3D, but in general dimensions). 
Now let's expand the quantities to 2nd order in the angles;  

ܴ(߶)ܴ(߳) = exp൫−݅߶ ܵ൯ exp(−݅߳ܵ)
= ቆ1 − ݅߶ ܵ − ߶ଶ

2 ൫ ܵ൯ଶቇ ቆ1 − ݅߳ܵ − ߳ଶ
2 (ܵ)ଶቇ 

= 1 − ݅߶ ܵ − ߶ଶ
2 ൫ ܵ൯ଶ − ݅߳ܵ − ߳ଶ

2 (ܵ)ଶ − ߶߳ ܵܵ + terms of 3rd order 
Now we want to be able to expand this as a new rotation.  The new rotation 
should obviously be related to the sum of the two individual rotations, although 
with an extra amount, i.e., we write  

ܴ(߶)ܴ(߳) = exp (−݅߶ ܵ − ݅ ܵ − iΔ) 
where Δ is an operator we need to find.  We will see that Δ  is of second order, so 
we only need to expand in terms linear in it (i.e., no need to consider terms like 
Δଶ, of 4th order, or terms like ߳Δ or ߳ϕ, of 3rd order.)  Let's then expand this 
definition: 
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ܴ(߶)ܴ(߳) = exp൫−݅߶ ܵ − ݅߳  − iΔ൯
= 1 − ݅߶ ܵ − ݅߳  − iΔ − ൫߶ ܵ + ߳ܵ + Δ൯ଶ

2  
= 1 − ݅߶ ܵ − ݅߳ܵ − iΔ − 1

2 ቀ߶ଶ൫ ܵ൯ଶ + ߳ଶ(ܵ)ଶ + ߶߳ ܵܵ + ߶߳ܵ ܵቁ
+ 3rd order terms 

Equating the blue-highlighted equations term by term, we see that 
−߶߳ ܵܵ = ߂݅− − 1

2 ൫߶߳ ܵ + ߶߳  ܵ൯ 
i.e., 

߂݅− = −߶߳ ܵܵ + 1
2 ൫߶߳ ܵܵ + ߶߳ܵ ܵ൯ = ߶߳

2 ൫ܵ ܵ − ܵܵ൯ 
i.e., 

߂ = ߶߳
2 ݅[ ܵ , ܵ] 

It is clear therefore that in order for the overall exponent in the yellow-
highlighted equation above to be a rotation, i.e., to be expressed in terms of 
generators, we need to have the commutators of the generators be expressed as a 
sum of generators, i.e., we need to have:  

ൣ ܵ, ܵ൧ =  .ܵܥ


 

A group of operators fulfilling this requirement is called a Lee Algebra.   
Note the properties that the C’s must have.  First, the commutator is 
antisymmetric in its indices, and therefore the coefficients need to be 
antisymmetric: 

ൣ ܵ, ܵ൧ = −ൣܵ, ܵ൧      → ܥ          =  ܥ−
Also, in general the commutator of commutator fulfills the Jacobi identity (note 
the cyclical order of the operators ABC, BCA, CAB) 

,ܣൣ ,ܤ] ൧[ܥ + ,ܤൣ ,ܥ] ൧[ܣ + ,ܥൣ ,ܣ] ൧[ܤ = 0 
(Proof: expand it, you’ll get terms that cancel each other 
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ܥܤܣ − ܤܥܣ + ܣܥܤ − ܣܤܥ + ܣܥܤ − ܥܣܤ − ܤܣܥ + ܤܥܣ + ܤܣܥ − ܤܥ
+ ܥܣܤ = 0        ܳ. .ܧ  .ܦ

Plugging in the Lie Algebra equations, we get 
0 = ቂ ܵ, ൣ ܵ , ܵ൧ቃ + ቂ ܵ , [ܵ , ܵ]ቃ + ቂܵ , ൣ ܵ, ܵ൧ቃ 

The first term is 
ቂܵ, ൣ ܵ , ܵ൧ቃ =  ]ܥ ܵ, ܵ]


=  ܥ ܥ ܵ

,
 

So the Jacobi equation then (2 eqs. above us) becomes, when we rotate the (i,j,k) 
indices: 

0 = ൫ܥ ܥ + ܥ ܥ + ܥ ൯ܥ ܵ
,

 

We’ll assume that we took a minimal set of generators, i.e., a set that’s linearly 
independent; so therefore for the combination to vanish each coefficient of “ ܵ” 
must vanish, i.e.,  

൫ܥ ܥ + ܥ ܥ + ܥ ൯ܥ = 0


 

These equations are often sufficient to construct the algebra, i.e., given a few C's 
we can construct the rest from the Jacobi identities. 
The reason we like to use generators: there are only a finite number of them in 
each problem.  E.g., for rotations in 2D, there is an infinite number of rotation 
matrices R(߶) but just one generator.   
We can carry over from the rotation matrices to the generators properties like 
commutation with a Hamiltonian, H, i.e., if for all ߶  

[ܴ(߶), [ܪ = 0    → 
then take a small angle ߶  

 ܴ = (ܵ߶݅−)ݔ݁ ~I − ݅߶     →   
0 = ܫ] − ݅߶ܵ, [ܪ = −݅߶[ܵ,  ,[ܪ

i.e., 
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[ܵ, [ܪ = 0. 
I.e., the Hamiltonian commutes with the generator, so they share eigenvectors. 
Example: 
Look more specifically at the rotation group in 3D.  What are the generators?  

ܴ௭(߶) = ൭ ݏܿ ߶ ݊݅ݏ ߶ 0
݊݅ݏ− ߶ ݏܿ ߶ 0

0 0 1
൱ 

ܴ௫(߰) = ൭
1 0 00 ݏܿ ߰ ݊݅ݏ ߰
0 − ݊݅ݏ ߰ ݏܿ ߰൱ 

ܴ௬(ߠ) = ൭ ݏܿ ߠ 0 ݊݅ݏ 0ߠ 1 0− ݊݅ݏ ߠ 0 ݏܿ ߠ
൱ 

ܵ௭ = −݅ ܴ݀(߶)
݀߶ ቤ

థୀ
= ൭0 −݅ 0݅ 0 00 0 0

൱ 

ܵ௫ = ൭0 0 00 0 −݅0 ݅ 0
൱ 

ܵ௬ = ൭0 0 −݅0 0 0݅ 0 0
൱ 

You can verify, that these form a Lie-Algebra, e.g.,  

[ܵ௫, ܵ௭] = ܵ௫ܵ௭ − ܵ௭ܵ௫ = ൭0 0 00 0 −݅0 ݅ 0
൱ ൭0 −݅ 0݅ 0 00 0 0

൱ − ൭0 −݅ 0݅ 0 00 0 0
൱ ൭0 0 00 0 −݅0 ݅ 0

൱ 

= ݅ଶ ൭0 0 00 0 −10 1 0
൱ ൭0 −1 01 0 00 0 0

൱ − ݅ଶ ൭0 −1 01 0 00 0 0
൱ ൭0 0 00 0 −10 1 0

൱ 

= −1 ൭0 0 00 0 01 0 0
൱ − (−1) ൭0 0 10 0 00 0 0

൱ = ൭ 0 0 10 0 0−1 0 0
൱ = ݅ܵ௬ 

So: 
௫௭௬ܥ = ݅ 
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Example: rotation operators and generators in QM: 
Rotating a wavefunction.  If: 

ᇱ࢘ =  ࢘(߶)ܴ
where ܴ is a general rotation then we define (see figure): 

 
 

߰ᇱ(࢘) ≡ (࢘)ܴ߰ ≡  (ᇱ࢘)߰
Note that in a sense the rotation of the wavefunction is in the opposite sense to 
the rotation of the coordinates, just like what we learned in linear algebra! 
Consider, for example, a rotation around the z-axis by a small angle ߜ߶.  
Then, 

࢘ = ቆ
 ቇݖݕݔ

and 
ܴ௭(ߜ߶) = ൭ ݏܿ ߶ߜ ݊݅ݏ ߶ߜ 0

݊݅ݏ− ߶ߜ ݏܿ ߶ߜ 0
0 0 1

൱ ≅ ൭ 1 δϕ 0
− ߶ߜ 1 0

0 0 1
൱ (up to order (δϕ)ଶ) 

So: 
ᇱ࢘ = ൭ݕ′ݔ′

′ݖ
൱ = ܴ௭(ߜ߶) ࢘ = ൭ 1 δϕ 0

− ߶ߜ 1 0
0 0 1

൱ ቆ
ቇݖݕݔ = ൭ݔ + ݕ ߶ߜ

ݕ − ݖݔ ߶ߜ
൱ 

So: 
߰ᇱ(ݔ, ,ݕ (ݖ =  ܴ௭(ߜ߶)߰(ݔ, ,ݕ (ݖ = ݔ)߰ + ,ݕ ߶ߜ ݕ − ,ݔ ߶ߜ (ݖ = 

= ,ݔ)߰ ,ݕ (ݖ − ߶ߜ ൜ݔ ߲߰
ݕ߲ − ݕ ߲߰

ݔ߲ ൠ +  (ଶ(߶ߜ))ܱ
i.e., 

ܴ௭(ߜ߶)߰ = (1 − ߰(௭ܮ߶ߜ݅ = exp(−݅ܮ߶ߜ௭) ߰  
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Where 
௭ܮ = −݅ ൬ݔ ߲

ݕ߲ − ݕ ߲
 ൰ݔ߲

So the generator of the rotation operator, defined analogously to the definition 
on matrices we had before, is defined to be  

ݎݐܽݎ݁݊݁ܩ = ݅ ܴ௭(ߜ߶) − 1
߶ߜ =  ௭ܮ

And, from the highlighted equation above, we get upon a finite rotation ߶ =
߶ߜ + ⋯ +  :߶ߜ

ܴ௭(߶)߰ = exp(−݅ܮ߶ߜ௭) exp(−݅ܮ߶ߜ௭) … exp(−݅ܮ߶ߜ௭)  ߰ 
i.e., 

ܴ௭(߶)߰ = exp(−݅߶ܮ௭) ߰ 
i.e., when operating on functions,  

ܴ௭(߶) = exp(−݅߶ܮ௭) 
 
END OF GROUP THEORY! 
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V.  Delta Functions, Continuous basis-sets, Fourier transforms. 
Delta functions review: 
A delta function associated with a point x0 is a function that essentially is very small at all points except x0 , is infinite at x0, and its integral is 1 

න ݔ)ߜ − ݔ݀(ݔ = 1௫ୀஶ
௫ୀିஶ

 
 – just like what well expect of the charge density of a classical point particle (when you integrate the charge density over all space you get a constant number, the charge; and away from the particle the charge density will be zero). 
We write it as: 

݃௫బ(ݔ) = ݔ)ߜ −  (ݔ
The delta function is really a limiting behavior of series of function; for example, the simplest thing will be to imagine that space is divided (we’ll consider 1D mainly) to segments of length “߳”; then  

ݔ)ߜ − (ݔ = 1
߳    ݂݅ ቀ  |ݔ − |ݔ < ߳

2ቁ ;  .݁ݏ݅ݓݎℎ݁ݐ 0   
Pictorially: 
 
 
 
 
 
 
 
 
 
There are of course smoother options, e.g. 
 

ݔ)ߜ − (ݔ = 1
ߨ

߳
ݔ) − )ଶݔ + ߳ଶ 

Where ‘߳" is a small number, like dx above. 
 In general any function whose area is 1, u(x), we can turn into a delta function, by rescaling 

ݔ)ߜ − (ݔ = 1
߳ ݑ ቀݔ − ݔ

߳ ቁ      as ϵ gets smaller. 
Exercise: do this for a normalized Gaussian, i.e., ଵ

√గఙ exp ቀ− ௫మ
ఙమቁ.   

The fundamental equation for a delta-function is, that for any function f(x): 

1
߳ 

ℎݐ݀݅ݓ ∶ ߳ 
݈݊݅
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න ݔ)ߜ(ݔ)݂ − ݔ݀(ݔ = ௫ୀஶ(ݔ)݂
௫ୀିஶ

 
We see that simply – the delta function should be zero at any point except x0, so the only value of x where we need f(x) is at x=x0 , so we can approximate  

ݔ)ߜ(ݔ)݂ − (ݔ = ݔ)ߜ(ݔ)݂ −  (ݔ
And then pull ݂(ݔ) out of the integreal. 
Interestingly, this highlighted expression allows us to extend the definition of the delta function even to functions which do not vanish at x different from x0, but are very quickly oscillating; primarily  


࣊

ܖܑܛ ቀ࢞ − ࣕ࢞ ቁ
࢞  

Note that this function has an integral 1, is going to a very large number 1/(߳ߨ) at its max peak at x=x0, but does not vanish when x is not x0; instead it is highly oscillatory at any point except x=x0.  (Plot it to be convinced).  Because it is highly oscillatory except at x=x0, the yellow highlighted relation will still be valid. 
 
Some properties of delta functions: 
 The delta function is symmetric 

ݔ)ߜ − (ݔ = ݔ)ߜ −  (ݔ
 Convolution of delta functions 

න ݔ)ߜ − ݔ)ߜ(ଵݔ − ݔ݀(ݔ = ݔ)ߜ − ଵ)௫ୀஶݔ
௫ୀିஶ

 
Follows from the previously highlighted expression, by setting ݂(ݔ) = ݔ)ߜ −  .(ݔ
 Change of variables: 

(ݔ)ݑ)ߜ − (ݑ = 1
ฬ݀(ݑ)݀(ݔ)ฬ

ݔ)ߜ −  (ݔ

Where ݔ is defined as the value of x where ݑ(ݔ) = (ݔ)ݑ .  If more than one value of x0 can be found that fulfillsݑ =  ., then we need to sum over all these valuesݑ
(Also, in multiple dimensions, we should replace |du/dx| by the Jacobian of the transformation, where you learned about Jacobians in calculus.) 
Proof: let’s assume we deal with “usual” delta functions, ( i.e., not of the form sin(ax)/x), so we just need to prove the delta function vanishes everywhere except at x0 and to prove the integral of the LHS and RHS is the same;  
But we know that the LHS will vanish unless u(x)=u0, i.e., unless x=x0. 
Further, the integral of the LHS is  
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∫ (ݔ)ݑ)ߜ − ݔ݀ (ݑ = ∫ (ݔ)ݑ)ߜ − (ݑ ฬ݀ݔ
ฬݑ݀ ݑ݀ = ∫ ݔ݀

ฬݑ݀ (ݔ)ݑ)ߜ −  ݑ݀(ݑ
=  ฬ݀ݔ

ฬݑ݀
௫ୀ௫బ

∫ ݑ)ߜ − ݑ݀(ݑ =  ฬ݀ݔ
ฬݑ݀

௫ୀ௫బ
 

Which obviously equals the integral of the RHS of the last highlighted equation. 
 Delta function as a derivative: 

ݔ)ߜ − (ݔ = ݀
ݔ݀ ݔ)ߠ − (ݔ = − ݀

ݔ݀
ݔ)ߠ −  (ݔ

Where we introduced the step function: 
(ݖ)ߠ = ቄ1        z > ݖ       00 < 0 

This is clearly seen from the following figure, where we write the derivative as: 

ݔ)ߜ − (ݔ = − ݀
ݔ݀

ݔ)ߠ − (ݔ ≅
ቆߠ ൬ݔ − ቀݔ + 2߳ቁ൰ − ߠ ൬ݔ − ቀݔ − 2߳ቁ൰ቇ

߳   
Only the region where the blue and red lines do not overlap does not vanish – leading exactly to the “isolated-bin” picture of the delta function we had before. 

 
 Numerical usefulness: 

Often we need to represent a “density of states”, i.e.  
(ݕ)ߩ =  ݕ൫ߜ − ൯ݕ


 

i.e., a bunch of “bins”.  For example, if we have a single-photon detector, y may be a time variable, and ݕ  is then the arrival time of each photon (see 
picture): 
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 Or if we have high-resolution spectra, the “y” may be specific frequencies. 
Or if we have grades in a large class, we may ask what’s the density of grades, and their distribution. 
The density of state is important since it allows us to represent summations of a function at specific points as integrals, which are often much easier: 

 ݂൫ݕ൯


= න ஶݕ݀(ݕ)݂(ݕ)ߩ
ିஶ

 
Often, the density of states is obtained numerically best by first fitting another function: 

(ݕ)ܩ =  ݕ)ߠ − (ݕ


 
G will be, for example, the number of students getting higher than a score “y”; 
Then we will write, from the expressions before: 

(ݕ)ߩ = (ݕ)ܩ݀
ݕ݀  

(proof: G is a sum of theta’s; the derivative of each gives a delta function, i.e., gives ߩ). 
G is a function with “steps”. 
Then often the best way to represent ߩ smoothly is to first fit G to a smooth function, and then differentiate it w.r.t. y.   

 
 
 
Interestingly, this gives a compact way to calculate the density of states in QM, if we know the Hamiltonian: 

(ܧ)ߩ = Tr(ܪ)ߜ −  ((ܧ
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Proof: calculate the LHS in a basis set of the eigenvectors, so  
Tr൫ܪ)ߜ − ൯(ܧ = 〈߶|ܪ)ߜ − 〈߶|(ܧ


= 〈߶|ߜ(߳ − 〈߶|(ܧ


 

=  ߳)ߜ − 〈|߶߶〉(ܧ


=  ߳)ߜ − (ܧ


,     Q. E. D. 
The highlighted expression may not sound very useful, but in practice there are modern ways to calculate it for very large matrices where direct diagonalization will be very expensive.  
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Interlude: delta function as integral over exp(ipx) 
We need a result: 

න exp(݅ݔ) ݔ݀ =  ()ߜߨ2
To prove this, recall the Gaussian integral: 

()ܩ = න exp(݅ݔ) exp(−ݔߟଶ) ݔ݀ = ඨߨ
ߟ exp ቆ− ଶ

 ቇߟ4
 (Reminder on the proof of the Gaussian integral: we write 

ݏ ≡ ݔ − ݅ 
 ߟ2

  So: 
ݔ݅ − ߟ ଶ = ଶݏߟ− − ଶ

 ଶߟ4
ݏ݀ =  ݔ݀

  So  

න exp(݅ݔ) exp(−ݔߟଶ) dx = exp ቆ− ଶ
ଶቇߟ2 න exp(−ݏߟଶ)  ݏ݀

= ඨߨ
ߟ exp ቆ− ଶ

 ଶቇߟ4

 Note that the result of the Gaussian integral, is itself a Gaussian; 
 End of proof for Gaussian integral) 
 
ටగ

ఎ exp ቀ− మ
ସఎమቁ is a pointed function of p, i.e., it goes to zero if  ≠ 0 as ߟ → 0, so 

in the limit of ߟ → 0, it will be proportional to a delta-function; we just need to determine its own integral, i.e., 
න ݀()ܩ න ඨߨ

ߟ exp ቆ− ଶ
ଶቇߟ4 ݀ = ߨ√ න exp ቆ− ଶݕ

4 ቇ ݕ݀ = ൯ߨ√൫2ߨ√ =  ߨ2
where 

ݕ = 
ඥߟ 

Therefore, we can write, in the limit that ߟ is tiny, that 
()ܩ = ߟ)    ()ߜߨ2 → 0) 

Q.E.D. 
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Delta functions and linear algebra 
Delta functions allow us to extend linear algebra to a continuous space and to a continuous basis.  Those are not exactly the same thing, i.e., a continuous space can be described by a discrete or continuous or a mixture basis, but on a fundamental levels they originate from the same place. 
Plan: 
We will first need to move from continuous space to discrete space.  There  we’ll show that “functions” in continuous space are associated with vectors in discrete space, and show that Dirac deltas map to (Kronecker deltas)/spacing. 
Then we’ll move back from discrete space to continuous space, so we can handle continuous basis. 
This supposedly round-about way will teach us about continuum functions much deeper than if we were to arbitrarily introduce them. 
Continuous  discrete space: 
To understand continuous basis, let’s think of space (1D for now, nothing is fundamentally different in 2D or 3D) as really being discrete but made of tiny separation, ݀ݔ, i.e., think of space as restricted to be between a minimum value “a” to a maximum value “b”, and made of discrete steps, 
 

ଵݔ = ܽ 
ݔ = ܽ + (݆ −  ݔ݀(1

… 
ேݔ = ܽ + (ܰ − ݔ݀(1 = ܾ 

where “N” will be the total number of points,  
ܰ = ܾ − ܽ

ݔ݀ + 1 
N could be 1000, or a million, or as much as you want, depending on how discretized the space is (how small dx is). 
 
A continuous function f(x) will be approximated by its values at the discrete grid space, i.e., it will be represented by a vector 

ࢌ = ( ଵ݂, ଶ݂, … ே݂)் 
(we put a transpose, since it is easier to write a row vector, while we want our final vector to be a column vector).  Here, 

ଵ݂ = ,(ଵݔ)݂ … , ݂ = ݂൫ݔ൯, … , ே݂ =  (ேݔ)݂
For example, every time you are plotting a function on the computer, you are really do this – you are “pixelating” or discretizing your function and get a vector of values. 
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Now, let’s consider the eigenvalues and eigenfunction of the “x” operator, i.e., the eigenvalues (and eigenfunctions) of the operator defined as: 
൯ݔ൫݂࢞ =  ൯ݔ݂൫ݔ

(I use a bold face to designate that x is an operator, i.e., when it acts on a function it maps it to a different function.  Later we’ll remove the bold-face) 
These eigenvalues (“ߟ") and associated eigenfunctions, ܺ൫ݔ൯, fulfill: 

൯ݔܺ൫ݔ =  ൯ݔܺ൫ߟ
Obviously, the eigenstates of this operator are “Kronecker deltas”; i.e.,  

ܺ ≡ ܺ(ݔ) =  ߜ
and the eigenstates are just the values of x on the grid 

ߟ =  ݔ
For example, the 5th eigenvector will  be 

ܺହ = (0,0,0,0,1,0,0,0,0,0,0,0, , … ,0)் 
and 

ହߟ =  .ହݔ
Since this is a basis, we can use now “bras” and “kets”, e.g., we can define a “x” ket, which will be an eigenstate of the x operator; for example, the ket associated with the 5th point will fulfill: 

〈ହݔ|࢞ =  〈ହݔ|ହݔ
Or in general 

〈ݔ|࢞ =  〈ݔ|ݔ
SIDE NOTE: 
Don’t get confused! The bold x is an operator, |ݔ〉 is a vector, and the “x” on the RHS outside the vector is a number, that lables the vector.  
For example, say that dx=0.01, and that a and b range are, -1000 and 1000 to pick some arbitrary numbers. 
Then, the ket  

|6.82〉 
Will be part of the basis (it will be the j=100684’th ket of this basis, if you calculate).  This ket IS NOT THE SAME AS  

2|3.41〉 
The former is essentially a “delta function” associated with the point x=6.82, and is a vector of length 1; the latter is a vector at length 2 associated with the point x=3.41. 
END OF SIDE NOTE 
 
The orthogonality relation is 



107 
 

〈′ݔ|ݔ〉 =  ௫௫ᇱߜ
Where we use the Kronecker deltas. 
Further, we have as usual for a basis: 

1 = |ݔ〉〈ݔ|
௫

 
(it is highlighted in blue, since we are going to modify it) 
So that a general function (i.e., a general vector) can be written as  

|݂〉 = |ݔ〉〈ݔ|
௫

݂〉 =  〈ݔ|(ݔ)݂
௫

 
where we used  

〈݂|ݔ〉 =  (ݔ)݂
This relation is obvious is we think of specific value of x, for example the 5th value, x5; then,  

〈݂|ହݔ〉 = (0,0,0,0,1,0,0, … .0)( ଵ݂, ଶ݂, ଷ݂, ସ݂, ହ݂, ݂, … ே݂)் = ହ݂ 
 
Operators and delta  functions in the discretized x basis 
We learned before that operators become matrices when we considered discretized basis.  For example, take the operator x.  It is really a diagonal matrix in our presentation (i.e. ,in the xj basis), so it will be  


ଵݔ ⋯ 0⋮ ⋱ ⋮0 ⋯ ேݔ

൩ 
Other operators are similarly defined.   
 
Relation between Kronecker deltas and Dirac Deltas 
Finally we note that when we move from Continuum to discrete representations, the Dirac delta function is transformed to a scaled Kronecker delta, i.e., 

ݔ)ߜ − (ᇱݔ → ௫௫ᇱߜ
ݔ݀  

To see this, note that the fundamental property of Dirac delta functions is 
න ݔ)ߜ(ᇱݔ)݂ − ᇱݔ݀(ᇱݔ =  (ݔ)݂

And indeed, when we use a discretized version of the integral, then 
 (ᇱݔ)݂ ௫௫ᇲߜ

ݔ݀ ݔ݀ = (ݔ)݂
௫ᇲ

 
showing that these are the same things in a discretized space (since an integral is a sum multiplied by dx). 
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NOW BACK, DISCRETE  CONTINUUM 
 
NOW WE WILL REDEFINE THE KETS in preparation to moving to a continuum  basis: 

〈ݔ| → 1
ݔ݀√  〈ݔ|

Then, 
〈′ݔ|ݔ〉 = ௫௫ᇱߜ

ݔ݀ = ݔ)ߜ −  (ᇱݔ
The last relation is something we saw earlier, in the plot of the delta function; i.e., a Dirac delta function can be thought of as a Kronecker delta, divided by dx (there it as ߳, here we call it ݀ݔ.) 
Then the “blue” orthogonality relation  becomes in our language 

〈ᇱݔ|ݔ〉 = ݔ)ߜ −  (ᇱݔ
and 

1 = |ݔ〉〈ݔ|
௫

ݔ݀  = න|ݔ݀ |ݔ〉〈ݔ 
i.e., a sum over many values of x times dx is exactly the integral! 
And therefore 

|݂〉 = න  ݔ݀〈ݔ|(ݔ)݂
Where we still have 

〈݂|ݔ〉 =  (ݔ)݂
Simply put, the eigenfunctions of the “x” operator are now Dirac delta functions, and they are orthogonal with a delta function normalization. 
 
A side note: since we replaced the sum by an integral, we can also get rid of “a” and “b”, i.e., assume that space (and the integrals) run from minus infinity to infinity. 
 
Everything we learned in linear algebra still maps here; for example, the overlap of two functions can be written as (in the first equality we insert 1=∫|ݔ݀ |ݔ〉〈ݔ): 

〈݃|݂〉 = න〈݃|ݔ〉〈ݔ|݂〉݀ݔ න   ݔ݀(ݔ)݂(ݔ)∗݃
(Note the complex conjugate, 〈݃|ݔ〉 = ∗〈݃|ݔ〉 =  ( (ݔ)∗݃
Now we start seeing the power of the bra-ket notation. Look at the equation for an overlap of two function from above.  It tells us the we can think of an overlap as nothing more than the sum (or integral) of overlaps of our functions with the eigenstate of the “x” operator – i.e., there is nothing special about x, and we see 
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that we could have obviously applied the eigenstates of any other linear operator, as the book by Dirac explains. 
 
Discrete and continuous basis sets 
Discrete Basis Sets 
The interesting thing is that even though we now have continuous space and continuous basis, we could still have discrete basis sets. 
As an example, we can use fit any function by eigenfunctions of the harmonic oscillators, i.e., write 

(ݔ)݂ =  ݂݃(ݔ)


 
Where we use the eigenstates of the Harmonic oscillator 

ℎ݃(ݔ) = ߳݃(ݔ) 
and  

ℎ = ܭ + 1
2 ݉߱ଶݔଶ 

߳ = ߱ ൬݊ + 1
2൰ 

K is the kinetic energy operator : 
ܭ =  − 1

2݉
݀ଶ

 ଶݔ݀
And m is the mass (don’t confuse with m used as an index below). 
Of course, many other Hamiltonians have discrete-only eigenfunctions (any Hamiltonian where the potential is not bounded from above, as you’ll learn in Quantum Mechanics).  Note that these eigenstates are orthogonal, i.e.,  

〈݃|݃〉 = න ݃∗ ݔ݀(ݔ)݃(ݔ) =  ߜ
Also note that we could have written the equation above in terms of formal bras and kets: 

|݂〉 =  ݂|݃〉


 
Where as we learned  

݂ = 〈݃|݂〉 
Finally, all these properties can be summarized by the equation we know: 

1 = |݃〉〈݃|
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Note that the basis is discrete but infinite, i.e., the summation in the bold equation above extends from n=0 to infinity.  The basis function are orthogonal as we learned, since h is Hermitian;, i.e., 
〈߰|ℎ|߯〉 = න (ݔ)∗߰ ቆ− 1

2݉
݀ଶ

ଶݔ݀ + 1
2 ݉߱ଶݔଶቇ ݔ݀(ݔ)߯ = 

ቆන (ݔ)∗߯ ቆ− 1
2݉

݀ଶ
ଶݔ݀ + 1

2 ݉߱ଶݔଶቇ ݔ݀(ݔ)߰
∗

= 〈߯|ℎ|߰〉∗ 
(Obviously, the same proof also applies when we use other potentials.)  
Here, we used integration by parts to get that when you integrate over all space, and your two functions decay at infinity, then 

න (ݔ)∗߰ ݀ଶ
ଶݔ݀ ݔ݀(ݔ)߯ = − න ݀

ݔ݀ (ݔ)∗߰ ݀
ݔ݀ ݔ݀(ݔ)߯ න (ݔ)߯ ݀ଶ

ଶݔ݀ ݔ݀(ݔ)∗߰
= ቆන (ݔ)߰ ݀ଶ

ଶݔ݀ ቇݔ݀(ݔ)∗߯
∗
 

 
The momentum basis 
Before going on, let’s talk about another continuum basis set, in addition to |ݔ〉; the momentum basis, |〉.    
This basis fulfills, by definition,  

〈|௧ =  〈|
where (using the convention  = 1):  

௧ =  −݅ ݀
 ݔ݀

It is easy to see that the following will fulfill this equation: 
〈| = ܿ න exp(݅ݔ)ାஶ

ିஶ
 ݔ݀〈ݔ|

(well, to do it properly mathematically we have to be quite careful, but let’s not worry too much).  
Think of this as summing many kets. “c” is a constant to be determined shortly   
Since poperator is a Hermitian operator, we know that the eigenstates are orthogonal; we should look at the normalization only.  We know that  

〈|ݔ〉 = ܿ න exp(݅ݔᇱ)ାஶ
ିஶ

ᇱݔ݀〈ᇱݔ|ݔ〉 = න exp(݅ݔᇱ)ାஶ
ିஶ

ݔ)ߜ − ᇱݔ݀(ᇱݔ = ܿ exp(݅ݔ) 
So 

〈|′〉 = ∫ ݔ݀〈|ݔ〉〈ݔ|′〉 = ܿ∗ܿ  න exp൫(݅ݔ − ᇱݔ)൯ ݀
= |ܿ|ଶ න exp(݅( −  ݔ݀ (ݔ(ᇱ
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And from the integral we did earlier, ∫ exp(݅ݔ) ݔ݀ =  we get ,()ߜߨ2
〈|′〉 = )ߜଶ|ܿ|ߨ2 −  (ᇱ

So the choice 
ܿ = 1

   ߨ2√
Leads to orthonormal basis 

〈|′〉 = )ߜ −  (ᇱ
So to conclude 

〈| = 1
න  ߨ2√ exp(݅ݔ)ାஶ

ିஶ
 ݔ݀〈ݔ|

Side note: analogy between( x,p)  and (p,-x). 
To remind you: In general, whenever we expand an orthonormal basis I in terms of another orthonormal basis II, and then do the opposite (expand II in terms of I) the expansion coefficients are—they are the complex conjugate of each other. 
The same is true for continuum orthonormal basis sets, so we can write; 

〈ݔ| = 1
න  ߨ2√ exp(−݅ݔ)ାஶ

ିஶ
 ݀〈|

(Formal proof: as we proved the expansion coefficient of |p> in terms of |x> is simply 
〈|ݔ〉 = 1

ߨ2√ exp (݅ݔ) 
We reversed the role of p and x, i.e., expand |x> in terms of a basis |p>, and the expansion coefficients will be 
  

〈ݔ|〉 = ∗〈|ݔ〉 = 1
ߨ2√ exp (−݅ݔ  

So the relation between x and p is exactly the same as between p and –x! 
This analogy can be carried even further.  We can write 

࢚࢘ࢇ࢘ࢋ࢞ =  ࢊ
 !    ࢊ

Proof: in a sense we don’t need the proof, since we trust that p=-id/dx, and we just reverse the role of x and p and reverse one of the signs.   
We’ll get back to the x,p relation next chapter, when we consider Fourier transforms.  
Now at last: 
Mixed discrete-Continuum basis sets 
It turns out the a general Hermitian operator, labeled “L”, could have either a  
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 discrete spectrum (the eigenvalues are all separate – the harmonic oscillator),  
 a continuum spectrum (all eigenvalues are continuous) – the “x’” operator is such, its eigenvalues range from −∞ to +∞ continuously; same for the p operator. 
 Mixed-spectrum, i.e., regions with continuous eigenvalues and regions with isolated eigenvalues, so  we can write 

1 = |ߣ〉〈ߣ| + න  |ߣ〉〈ߣ| ߣ݀


 
So, e.g., any ket is expanded as 

|݂〉 = |ߣ〉〈ߣ|݂〉 + න  〈݂|ߣ〉〈ߣ| ߣ݀


 
And the discrete and continuum basis set members are orthonormal, as follow: 

〈ߣ|ߣ〉 = 0, 
〈ߣ|ߣ〉 =  ߜ

〈ᇱߣ|ߣ〉 = ߣ)ߜ −  (ᇱߣ
Two examples for mixed spectra: 
 A particle in a box, but that box is has finite height  e.g.,: 

(ݔ)ܸ = ൜     0           |ݔ| > |ݔ|          ܹ−ݔ < ݔ  
In that case there could be a finite number of discrete states (or zero if the well depth is too shallow) and the rest are continuum states, with energies between 0 and infinity. 

 Electron in hydrogen – there are infinitely many discrete Columbic states (1s, 2s,2px,2py,2pz,etc…), but in addition there are continuum states with E>0. 
 
Finally,  
you should know that there is something which is called “resonances”, which are discrete eigenstates of the Hamiltonian which are not bound, and are “buried in the continuum”;  they are very interesting for predisocciation and other p process where the particle is not bound formally but in practice spends a long time looking like it is bound. 
Also: 

(1) One complication on continuum states- normalization – if we label them by a different variable, we need to change the normalization; e.g., the eigenstates of  are also eigenstates of the kinetic energy operator, with 
eigenvalue E= మ

ଶ; so we could write 
〈ܧ| =      〈|ܾ
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(we actually have another state with the same energy with –p, but let’s forget about this for a second, and assume that p and p’ below are both positive). “c” can be obtained from  
|ܾ|ଶ〈ᇱ|〉 = 〈ܧ|ᇱܧ〉 = ܧ)ߜ − (ᇱܧ = ߜ ቆ ଶ

2݉ − ᇱଶ
2݉ቇ 

Since we assumed for now that p and p’ are both positive, the argument of the delta function can only vanish if p=p’, so we use the rules on delta function to get: 
ܧ)ߜ − (ᇱܧ = ߜ ቆ ଶ

2݉ − ᇱଶ
2݉ቇ = 1

ฬ݀݀ܧฬ )ߜ − (ᇱ = ݉1  〈ᇱ|〉

So 
ܾଶ = ݉1 = ฬ݀

 ฬܧ݀
 
Next: Fourier transforms. 
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Fourier transforms: 
Plan: 
 Introduce Fourier transforms from different perspectives 
 Properties of Fourier transforms: gradients 
 Convolutions and Filter 
 Green’s Functions 
 Correlation functions 
 Parceval theorem  
 Fast Fourier transforms 
 Numerical derivatives and spectral methods 
We won’t have time to deal with the cousins of Fourier transforms: Laplace transforms, but you should be aware of them, 
 
Fourier transforms – from different perspectives. 
Let’s arrive at Fourier transform in somewhat different ways. 
(i)Fourier Transforms from bras and kets. 
Take a general “ket” |݂〉.  Expand it in terms of |x> and also in terms of momentum eigenvectors |p>.  Let’s recall that (from the previous chapter) 

|݂〉 = න ݔ݀〈ݔ|(ݔ)݂ = න  ݀〈|()݂
〈| = 1

න  ߨ2√ exp(݅ݔ)ାஶ
ିஶ

 ݔ݀〈ݔ|
So: do a Hermitian conjugate, get: 

|〉 = 1
න  ߨ2√ exp(−݅ݔ)ାஶ

ିஶ
 ݔ݀|ݔ〉

Also 
 

(ݔ)݂ =  〈݂|ݔ〉
So using the equations above, get 

ሚ݂() ≡ 〈݂|〉 = 1
න  ߨ2√ exp(−݅ݔ)ାஶ

ିஶ
 ݔ݀〈݂|ݔ〉

So 
ሚ݂() = 1

න  ߨ2√ exp(−݅ݔ)ାஶ
ିஶ

 ݔ݀(ݔ)݂
And similarly, if we were to express 〈ݔ| in terms of 〈| we’ll get: 
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(ݔ)݂ = 1
න  ߨ2√ exp(݅ݔ) ሚ݂()ାஶ

ିஶ
 ݀

[Note that we put a “tilde” above f.  The reason is that we want to make sure we understand that f(x) refers to a particular representation (the “x” 
representation), and ሚ݂() refers to another representation.  Put differently, make 
sure to distinguish f(x=1.34) and ሚ݂( = 1.34); if we would have used the same “f” you could have got confused. 
END OF NOTE] 
(ii) Fourier transforms directly from delta-functions 
The 2nd approach is not to worry about bras and kets to just define ሚ݂() from the equation above (the one before the last), and to claim that f(x) fulfils the last equation; this is easily proved as: 

1
න  ߨ2√ exp(݅ݔ) ሚ݂()ାஶ

ିஶ
݀

= 1
න  ߨ2√ exp(݅ݔ) 1

න  ߨ2√ exp(−݅ݔᇱ)ାஶ
ିஶ

ᇱାஶݔ݀(ᇱݔ)݂
ିஶ

 ݀

= 1
ߨ2 න ቆන exp(݅ݔ) − ᇱ)݀ାஶ

ିஶ
ቇ ᇱାஶݔ݀(ᇱݔ)݂

ିஶ
 

1
ߨ2 න ݔ)ߜߨ2 − ᇱ) ᇱାஶݔ݀(ᇱݔ)݂

ିஶ
= .ܳ      (ݔ)݂ .ܧ  .ܦ

(iii) 3rd approach: starting with Fourier summation 
The last way is the traditional way to teach Fourier transforms,  as a limit of Fourier series.  Thus, given a function f(x) which is assumed periodic, i.e., 

ݔ)݂ + (ܮ =  (ݔ)݂
We’ll defined the function as a Fourier sum, and then see what happens to the formulae as ܮ → ∞. 
Since now L is periodic, we write it in terms of sin’s and cos’s: 

(ݔ)݂ =  ܽ cos ൬2݊ߨ
ܮ ൰ݔ +  ܾ sin ൬2݊ߨ

ܮ ൰ݔ
ஶ

ୀଵ

ஶ

ୀ
 

Since sin(ଶగ
 and cos(ଶగ  (ݔ

 are linear combination of expቀ݅ (ݔ ଶగ
  ቁ andݔ

expቀ−݅ ଶగ
  ቁwe can writeݔ

(ݔ)݂ = 1
√L  ݃ exp ൬݅ ݊ߨ2

ܮ  ൰ݔ
ஶ

ୀିஶ
=  ݃߶(ݔ) 

ஶ

ୀିஶ
 

where 
߶(ݔ) ≡ 1

√L exp ൬݅ ݊ߨ2
ܮ  ൰ݔ
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Note that in the last highlighted equation  n takes on positive and negative value (e.g.., the cos and sin with, say, n=5, appear as linear combination of the 
exponential terms with n=5 and n=-5.  The ଵ

√ is for normalization, see below.   
(Exercise: work out ݃ in terms of ܽ , ܾ.  Be careful with n=0.) 
Let’s prove that these function are an orthonormal basis set, where the dot-product is defined here as an integral over the period: 
 

〈߶ᇱ|߶〉 = න ߶ᇲ∗ ݔ݀(ݔ)߶(ݔ) = 1
ܮ න exp ቆ݅ ݊)ߨ2 − ݊ᇱ)

ܮ ቇݔ ݔ݀
ଶ

ିଶ

ଶ
ିଶ

 

= (for n ≠ n′)
ቆexp ൬݅2ߨ(݊ − ݊ᇱ)ܮ 2൰ܮ − exp ൬− ݊)ߨ2݅ − ݊ᇱ)ܮ 2൰ቇܮ

݊)ߨ2݅ − ݊ᇱ)ܮ  ܮ
  

= (exp(݅ߨ(݊ − ᇱ)) − exp(−݅ߨ(݊ − ᇱ))) 
݊)ߨ2݅ − ݊ᇱ)ܮ ܮ = 0 

And the n=n’ term is  of course 1. 
So we can write therefore: 

݃ = 〈߶|݂〉 = න ߶∗(ݔ)݂(ݔ)݀ݔ
ଶ

ିଶ
 

i.e., 
݃ = 1

ܮ√ න exp ൬−݅ ݊ߨ2
ܮ ൰ݔ ݔ݀(ݔ)݂

ଶ
ିଶ

 
Now let’s define the momentum as linearly proportional to the n index: 

 = ൬2ߨ
ܮ ൰ ݊ 

So 
݀ ߨ2

ܮ ݀݊ = ߨ2
ܮ      (as dn = 1) 

And  
ሚ݂() ≡ ඨ ܮ

ߨ2 ݃ = 1
ߨ2√ න exp(−݅ݔ) ݔ݀(ݔ)݂

ଶ
ିଶ

 

So from the highlighted equation in the previous page, multiplying by 1 = ௗ
ௗ 

(ݔ)݂ = ݀
݀

1
√L  ݃ exp ൬݅ ݊ߨ2

ܮ  ൰ݔ
ஶ

ୀିஶ
= ߨ2√

݀ ܮ   
ஶ

ୀିஶ
ሚ݂() exp(݅ݔ)݀ 
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i.e.., converting the sum*dp to an integral, 
(ݔ)݂ = 1

ߨ2√ න ሚ݂() exp(݅ݔ)݀ ஶ
ିஶ

 
These blue-highlighted equations are exactly the Fourier transformation; the only difference is that to get to a Fourier transform, we need to take the limit L→∞ so the integral over x extends to +-infintiy and the spacing dp becomes infinitesimaly small, i.e., p becomes a contnous variable. 
 
END OF FOURIER TRANSFORM DERIVATION 
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Fourier transforms properties: derivatives and solving linear equations involving derivatives. 
The Fourier transform of a derivative is the same as acting on the original Fourier transform by ݅  .  
Proof: (assuming that f vanishes at infinity and doing intergration by parts 
 

݂′෩ () = 1
න  ߨ2√ exp(−݅ݔ)ାஶ

ିஶ
݂݀
ݔ݀ ݔ݀ = − 1

න  ߨ2√ ݀
ݔ݀ [exp(−݅ݔ)]ାஶ

ିஶ
 ݔ݂݀

= ݅
න  ߨ2√ exp(−݅ݔ)ାஶ

ିஶ
 ݔ݂݀

i.e., 
݂′෩ () = ݅ ሚ݂() 

Notice that we can rewrite this symbolically as: 
 =  ݅−

Where we introduced the gradient operator, which in 1-D is just the derivative, 
while in higher dimensions it will be = ( ௗ

ௗ௫ , ௗ
ௗ௬ , … ).  That’s the quantum 

mechanical expression we all know – the reason for this was the realization that particles are wavefunctions, so when you apply the “derivative operator” you’re just multiplying by momentum (well, it is slightly more complicated, but let’s not get too much to QM). 
 
This is very useful when we come to calculate numerically complicated actions by an operator with derivatives.   
For example, often we need the operator 

1
ଶߘ + ߤ  (ݔ)݂

i.e., we need to solve for an unknown function (ݔ)ݑ that fulfills 
ଶߘ) + (ݔ)ݑ(ߤ = ݂ 

Then to solve, we just need to convert this to Fourier space, and then we’ll get: 
ଶ−) + ()ݑ (ߤ = ሚ݂(),   i. e.,  

()ݑ  = 1
ଶ− + ߤ ሚ݂() 

So we need to Fourier-transform from f(x) ሚ݂(), determine  ݑ() and then Fourier transform back to u(x). Later we’ll describe how this is done numerically, but suffice to say that Fourier transforms are very efficient numerically, so this makes this approach important numerically. 
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Convolutions: 
Another important property is that convolutions in x space become products in p space (and vice versa).  I.e., a convolution of two function, w(x) and f(x), is defined as  

(ݔ)ݒ = න ݔ)ݓ −  ′ݔ݀(ᇱݔ)݂(ᇱݔ
We claim: 

()ݒ =  ()ሚ݂ ()ݓ  ߨ2√
Proof: 

()ݒ = 1
ߨ2√ ඵ exp(−݅ݔ) ݔ)ݓ − ᇱݔ݀(ᇱݔ)݂(ᇱݔ ݔ݀ = 

= 1
ߨ2√ ඵ exp(−݅ݔ)′ + (ݕ ᇱݔ݀(ᇱݔ)݂(ݕ)ݓ ݕ where)   ݕ݀ ≡ ݔ −  (ᇱݔ

= ߨ2√ 1
ߨ2√ ൬න exp(−݅ݕ) ൰ݕ݀(ݕ)ݓ 1

ߨ2√ ൬න exp(−݅ݔ′) ᇱ൰ݔ݀(ᇱݔ)݂
= .ܳ     ()ሚ݂ ()ݓ  ߨ2√ .ܧ  .ܦ

This gives a practical way to evaluate convolutions, since as mentioned and we’ll see later it is very efficient numerically to do Fourier transforms (see the discussion on FFT in a few pages)– so in practice, on the computer, often convolutions are done by Fourier transforming each one of the convoluted functions and then Fourier transforming the product back from x to p (or back from w to t). 
In the next section we’ll actually use a non-FFT approach to calculate convolutions for a special class of functions, i.e., Lorentzians filters; later we’ll get to general filters. 
See the next two figures that show action of a filter to “filter and clean” spectra. 
 
 
࢝|    |f(p)|      |()

p 
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p 

 |()࢜|
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Filters and convolutions: 
Let’s say we have a physical device, e.g., a radio, that is tuned to extract specific frequencies.  An example is that we get a signal f(t) and build, through electrical connections, a circuit made of capacitors, inductors, resistors, etc., that yields, an output signal, g(t), that fulfills 

݀ଶ݃
ଶݐ݀ = ߙ− ݀݃

ݐ݀ − ߱ଶ݃ +  (ݐ)݂
(Note that we’ll use a frequency variable which is ߱, not p, since our fundamental variable is time and the notation for thr Fourier transform variable assorted with t is ߱, not p; but everything applies also to using x instead of t, and then labeling p instead of frequency). 
For example, g could be obtained from electrical equivalent to a spring, and we can change ߱ at will (use a “tuner”).  Then we know that 

−߱ଶ ݃(߱) = ߱ߙ݅− ݃(߱) − ߱ଶ ݃(߱) + ሚ݂(߱) 
i.e., 

݃(߱) = 1
߱ଶ − ߱ଶ + ߙ݅ ሚ݂(߱). 

It is clear that g will be peaked near ߱~߱. 
Further, we can even find out the explicit relation between g and f, i.e.,  

(ݐ)݃ = න ݐ)ݑ −  ᇱݐ݀(ᇱݐ)݂(ᇱݐ
where from the yellow relations from above the Filter function, u, has as its Fourier transform,  

(߱)ݑ = − 1
ߨ2√

1
߱ଶ − ߱ߙ݅ − ߱ଶ

 
This is called a Lorentzians filter;  it falls off quite slowly with frequency. 
Let’s calculate what will be u(t-t’), i.e., the Fourier transform of ݑ(߱).   
(Side note: One thing we know is that u(t-t’) should vanish if t<t’ (the output should only depend on past and present signals, no future ones); let’s see if that’s borne out.) 
We know that the denominator can be written as  

(߱)ݑ = − 1
ߨ2√

1
(߱ − ߱)(ାߥ −  (ିߥ

Where a simple calculation of where the denominator vanishes shows that the poles (essentially values of ߱ where the function explodes, i.e., in this case the denominator vanishes) are at: 
±ߥ = ߙ݅

2 ± ഥ߱ 
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Where 

ഥ߱ = ඨ߱ଶ − ଶߙ
4  

Therefore (presuming the square root is real, i.e., ߙ is smaller than 2߱, i.e., damping is not huge) the Fourier transform will be easy to calculate, using a half-circle contour. 
If t<0 the contour should be taken in the lower half (see picture with the poles denoted by blue), since at the lower half exp(݅߱ݐ) will decay rapidly if t<0 and im(߱) < 0. 

 
So: 

(ݐ)ݑ = 0  for ݐ < 0 
as is physically reasonable! 
For t>0, take the upper half, as exp(iwt) decays then in the upper half of the complex plane: 

 
Then: 

ݐ for)  (ݐ)ݑ > 0) = 1
ߨ2√ ∫ (ݐ߱݅)ݔ݁(߱)ݑ = − 1

ߨ2  ර ߱݀(ݐ߱݅)ݔ݁
(߱ − ߱)(ାߥ −  (ିߥ

= − ݅ߨ2
ߨ2  residues of ቆ (ݐ߱݅)ݔ݁

(߱ − ߱)(ାߥ − ቇ(ିߥ  at poles 
There are two residues, associated with the two poles at ߥା and νି.  For the pole at ߥା, the residues is ther “other part”, i.e., the part which is not 1/(߱ −  : (ାߥ
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residue at (ω = νା) = (ݐ߱݅)ݔ݁
(߱ − (ିߥ = (ݐାߥ݅)ݔ݁

ାߥ) − (ିߥ = exp ቀ− 2ݐߙ ቁ exp(݅ ഥ߱ݐ)
2 ഥ߱

  
For the other residue, we’ll get the same result but with a minus sign (the 
denominator a is above now ଵ

ఔషିఔశ = − ଵ
ଶഥఠഥ బ) and the sign of ݅ is reversed, so when 

adding we get 

(ݐ)ݑ = −݅ ቌexp ቀ− 2ݐߙ ቁ exp(݅ ഥ߱ݐ)
2 ഥ߱

− exp ቀ− 2ݐߙ ቁ exp(−݅ ഥ߱ݐ)
2 ഥ߱

 ቍ  

i.e., 
(ݐ)ݑ = exp ൬− ݐߙ

2 ൰ sin( ഥ߱ݐ)
ഥ߱

 
So to conclude 

(ݐ)݃ = න ݐ)ݑ − ᇱݐ݀(ᇱݐ)݂(ᇱݐ = න exp ቆ− ݐ)ߙ − (ᇱݐ
2 ቇ sin( ഥ߱(ݐ − ((ᇱݐ

ഥ߱
 ᇱݐ݀(ᇱݐ)݂

Notice that the “convolution” or “filter” function oscillates at a frequency close to the desired frequency, and is also damped as a function of time.  
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Filters and Green’s Functions: 
The discussion on filters is important in two contexts: 
1) Actual filters used in things like radios.  Note that in practice a combination of several such filters will be used, leading to filters with “sharper” frequency response, i.e., u(w) will be more sharply peaked around w0, and there will be little amplitude for u(w) when w is far from w0; this can be done quite easily by adding two or more filters, but we won’t get into that. 
2) Without realizing it we started talking about Green’s functions.  For a general operator L, these are defined as: 

,ݔ)ܩܮ (ᇱݔ = ݔ)ߜ −  (ᇱݔ

where L operates on the x coordinate.  This sounds very difficult, but let’s see how it worked out in our example.  Here, we replace x by t and 
ܮ = ݀ଶ

ଶݐ݀ + ߙ ݀݃
ݐ݀ + ߱ଶ 

So  
,ݐ)ܩܮ (ݐ = ݐ)ߜ −  (ᇱݐ

becomes 
ቆ ݀ଶ

ଶݐ݀ + ߙ ݀݃
ݐ݀ + ߱ଶቇ ,ݐ)ܩ (ᇱݐ = ݐ)ߜ −  (ᇱݐ

We notice that in this case G depends only on the difference, i.e., we can write 
,ݐ)ܩ (ᇱݐ = ݐ)ݑ −  (ᇱݐ

ቆ ݀ଶ
ଶݐ݀ + ߙ ݀݃

ݐ݀ + ߱ଶቇ ݐ)ݑ − (′ݐ = ݐ)ߜ −  (′ݐ
This is just the u that we had before! 
The importance of G is that once we know it we can solve any equation of the form 

߰ܮ = ݂ 
as (switching back to using x as our independent variable): 

(ݔ)߰ = න ,ݔ)ܩ  ᇱݔ݀(ᇱݔ)݂(ᇱݔ
Proof: consider ߰ܮ = ܮ ∫ ,ݔ)ܩ  ᇱ.  Since L operates on x we can insert itݔ݀(ᇱݔ)݂(ᇱݔ
into the integral over x’, resulting in: 
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߰ܮ = න ,ݔ)ܩܮ ᇱݔ݀(ᇱݔ)݂(ᇱݔ = න ݔ)ߜ − ᇱݔ݀(ᇱݔ)݂(ᇱݔ = .Q   (ݔ)݂ E. D. 
Green’s functions are really important in Q.M., and you will learn about them in Q.M. class and beyond. 
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Correlation functions 
Consider the correlation function of a signal, defined as: 

(߬)ܥ ≡ න ߰∗( ݐ)߰(ݐ +  ݐ݀(߬
For example, ߰ could mean the current going through a device, or the electric field coming from a soruce (light, star, laser, or anything), or any other signal in time. 
If  ߬ = 0, then (0)ܥ is positive quantiy.  If ߬ ≫ 0 (what do we mean by >>0 depends on the problem) then ߰(ݐ) will be independent of ߰(ݐ + ߬)  so the value of the correlation function will go to zero (at least if the average of ߰ vanishes over time, let’s not get into that).  See figure for example: 
 
 
 
 
 
 
 
 
In this picture, the oscillations frequency, which we’ll label T, depends on the frequency of the signal (if it has a well-defined frequency), and here the damping time will be ߬~4ܶ; for coherent laser signals the damping time could be millions of oscillation periods or more, while for broad-wavelength sources, such as the sun, C will damp very fast. 
Since the correlation function looks like a convolution, we will get a relation to 
Fourier transform, using  a similar methodology to earlier: 

(߱)ሚܥ ≡ 1
න ߨ2√ (߬߱݅)ݔ݁ ݐ)߰(ݐ)∗߰ + ߬݀ݐ݀(߬  

1
ߨ2√  න ݕ)߱݅)ݔ݁ − ((ݐ ݕ ݁ݎℎ݁ݓ)      ݕ݀ݐ݀(ݕ)߰(ݐ)∗߰ ≡ ݐ + ߬) 

1
න ߨ2√ (ݐ߱݅−)ݔ݁ න ݐ݀(ݐ)∗߰ (ݕ߱݅)ݔ݁  ݕ݀(ݕ)߰

=  (߱)߰(߱)∗߰ߨ2√

 (߬)ܥ

߬ 
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i.e., 
(߱)ሚܥ =  ଶ|(߱)߰|ߨ2√

And using the formula we all memorized by now: 
(߬)ܥ = 1

ߨ2√ න (߱)ܥ (߬߱݅)ݔ݁ ݀߱  
We can write the correlation function in time as: 

(߬)ܥ = න|߰(߱)|ଶ ݔ݁ (݅߱߬) ݀߱  
The correlation function is also extremely important in all branches of chemistry 
and physics, as it also relates to influence, i.e., if I make a change of something 
(e.g., excite a dipole, apply electric field, inject an electron, rotate) at time t, how 
long (how much time, ࣎) till the effects of this change dissipate. 
 
Perceval’s theorem: 
Set ߬ = 0 in the last highlighted eq. and the one in the prev. page, to get 
Parceval’s theorem: 

න|߰(߱)|ଶ݀߱ = න |߰(  ݐଶ݀|(ݐ
(notice that the same theorem is valid if we talk about p-x rather than w-t) 
This theorem is obvious to us if we think of ߰(ݐ) as a representation of an 
abstract vector, i.e., 

(ݐ)߰ =  〈߰|ݐ〉
߰(߱) = 〈߱|߰〉 

I.e., the LHS and the RHS of the highlighted eq. above are simply 〈߰|߰〉 ! 
Perceval’s theorem tells you that the power of the signal can be measured either 
in frequency or in time.  It also tells you that the components of signal at any 
frequency contribute each a positive contribution to the power; for example, if 
our signal has a lot of “noise” at frequencies other than the desired one, they will 
all contribute to the signal, and in the ideal case should be filtered out. 
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Fast Fourier transforms 
Finally we come to the reason Fourier transform are so popular and important 
these days – the fast Fourier transform algorithm; by its name, it is a method to 
carry Fourier transforms very efficiently for large signals. 
But first let’s discuss in detail: 
(i) Numerical Fourier transforms 
Since we deal with numerical Fourier transforms, they have a finite number of 
points; i.e., we really deal with Fourier sums; further, even in Fourier sums we 
have integrals over time (and sums over frequency), while here we’ll have sums 
over both times and frequencies.  So we have a signal made of “N” points, which 
for convenience will be labeled now from 0 to N-1 (and not from 1 to N) 

݂, … , ே݂ିଵ 
where, similarly to earlier 

݂ =  (ݐ)݂
ଵ݂ = ݐ)݂ +  (ݐ߂

… 
݂ = ݐ)݂ +   (ݐ߂݆

… 
ே݂ିଵ = ݐ)݂ + (ܰ −  (ݐ߂(1

Here, ݐ߂ is not necessarily “small”. 
We want to numerically obtain the Fourier transform at N frequencies, which we 
defined, analogous to the usual Fourier summation, as: 

ሚ݂ =  ൯ݐ൫݅߱ݔ݁ ݂ ݐ߂
ୀ,..,ேିଵ

 

where we’ll obtain them at  
߱ = ݇  ݀߱ 

Where 
݀߱ = ߨ2

ܮ  
Where 
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ܮ =  ݐ߂ܰ
Is the length of the signal (to be precise, it is the( length of the signal)+࢚ࢤ, since it 
is associated  with the periodicity; e.g.. if our signal has 32 points (from 0 to 31), 
we are assuming implicitly that there is a 33rd, 34th , etc. points, and the 33rd 
point is equivalent to the 1st, so L is the distance in time between them, i.e., 32ݐ߂) 
Also, there are N independent values of k, since we can form N independent 
combinations from summing over the N values of ݂; we’ll label these values 

݇ = 0, … , ܰ − 1 
 (this choice of k’s is only for the derivations’ convenience, the true value of k’s 
really are shifted and are 

݇ = − ܰ
2 , … , ܰ − 1

2  
i.e., k should really be viewed as having positive and negative values; but that’s a 
manageable complication, and for the derivation’s’ sake we’ll remain with 
k=0,…,N-1. 
It is straightforward to see that we can assume that tmin=0  (the necessary 
corrections to this assumption are numerically cheap); this will result then in  

߱ݐ = ݆݇ߨ2
ܰ ݐ ݃݊݅݉ݑݏݏܽ)     = 0) 

Further, we’ll remove the multiplication of the sum by ݐ߂ in the summation 
above, resulting in: 

ሚ݂ =  ݔ݁ ൬−݅ ݆݇ߨ2
ܰ ൰ ݂ 

ୀ,..,ேିଵ
  (ݐ߂ ݕܾ ݊݅ݐ݈ܽܿ݅݅ݐ݈ݑ݉ ℎ݁ݐ ݐ݅݉ ݁ݓ)   

A piece of good news is that even though we have a discrete summation, the 
formula for the inverse FFT remains exactly the same (with a modified pre-
factor): 

݂ = 1
ܰ  ݔ݁ ൬݅ ݆݇ߨ2

ܰ ൰ ሚ݂
ୀ,…,ேିଵ

 

Sampling theorem and number of time points: one may ask how many points are 
needed to get a “good signal”.   
It is easy to see that if our discrete signal is due to an underlying continuous 
signal in time, with two closely spaced frequencies, e.g.,  

(ݐ)݂ = ܽଵ (ݐଵ߱݅)ݔ݁ + ܽଶ (ݐଶ߱݅)ݔ݁ + ݐ  ݏ݁݅ܿ݊݁ݑݍ݁ݎ݂ 
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Then in order to “differentiate these frequencies, i.e., get a picture of a Fourier 
transform with two separate picks, one at w1 and the other at w2, we need to 
have  

|࣓ − ࣓| > ࣓ࢊ ൬= ߨ2
 ൰ݐ߂ܰ

i.e. we need a minimum number of time points: 
ܰ > ߨ2

ଶ߱| ݐ߂ − ߱ଵ|  
Further, we need to ensure that the time step is not too large so we don’t confuse 
an oscillating signal with a non-oscillating one (see figure): 
 
 
 
  
 
 
 
 
 
 
This is equivalent to requiring that: 

ݐ߂ > ߨ2
 ݈ܽ݊݃݅ݏ ݊݅ ݏ݁݅ܿ݊݁ݑݍ݁ݎ݂ ݃݊݅ݐݑܾ݅ݎݐ݊ܿ ݂ ݁݃݊ܽݎ 

These two requirements (known as sampling theorem Nyquist criteria, and 
uncertainty relation, depending on your field), can however be circumvented 
with modern algorithms  (one is Filter-Diagonalization, developed in my group). 
Now to the ice on the pudding: 
  

Figure:  If the  true signal (orange) is sampled (red points)  with  ࢚ࢤ which is too large, we’ll think that it isn’t oscillatory (purple) 
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Fast Fourier transforms: 
Ostensibly a numerical Fourier transform can be an expensive evaluation, i.e., 
looks like it costs N2 operations   
(i.e., for each j do a summation over N values of “k” --  – totaling N2 points.) 
However, these is a saving feature: ݁ݔ ቀ݅ ଶగ

ே ݆݇ቁ = ܹ ܹ ݁ݎℎ݁ݓ)  ≡ ݔ݁ ቀ݅ ଶగ
ே ቁ) 

and it takes on only N different values (rather than N2 values): 

ܹ = 1, ܹ = ݔ݁ ൬−݅ ߨ2
ܰ ൰ ,   ܹଶ = ݔ݁ ൬−݅ ߨ2

ܰ ൰
ଶ

 , … , ܹேିଵ, 
ேܹ ݁ܿ݊݅ݏ    = ݔ݁ ൬−݅ ߨ2

ܰ ൰
ே

= 1 = ܹ. 
This enables the FFT algorithm, discovered independently many times, which 
costs only  N log2N operations, rather than N2.   
The trick is to realize that we can write the FFT of 2N points from two FFTs of N 
points: 
I.e., say that we have 2N points, and that we have: 
 separately done the Fourier transform of the N even members ݂ =( ݂, ଶ݂, ସ݂, … ଶ݂ேିଶ)  
 and the N odd members, ݂ = ( ଵ݂, ଷ݂, ହ݂, … , ଶ݂ேିଵ), 
i.e.., that we have  

( ሚ݂) =  ܹ⋅ ଶ݂     ݇ = 0, … , ܰ − 1
ୀ,…,ேିଵ

 

( ሚ݂) =  ܹ⋅ (݂ଶାଵ)     ݇ = 0, … , ܰ − 1
ୀ,…,ேିଵ

 

Then, to get the FFT of the full 2N vector ݂ = ( ଵ݂, ଶ݂, … ଶ݂ே) we first define a 
factor similar to W but for 2N: 

ܷ = ݔ݁ ൬−݅ ߨ2
2ܰ൰ 

(so ܷଶ = ܹ).   
Then, write the Full FFT of the 2N points as: 

ሚ݂ =  ܷ⋅ ݂               ݇ = 0, … ,2ܰ − 1
ୀ,…,ଶேିଵ

 

And now divide the sum to even terms (2j) and odd (2j-1): 
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=  ܷ⋅ଶ ଶ݂ 
ୀ,…,ேିଵ

+  ܷ⋅(ଶାଵ) ଶ݂ାଵ 
ୀ,…,ேିଵ

             ݇ = 0, … ,2ܰ − 1 

But in the first sum, ܷ⋅ଶ = (ܷଶ) = ܹ and similarly in the 2nd sum 
ܷ⋅(ଶାଵ) = ܷܹ so we get 

ሚ݂ =  ܹ ଶ݂ 
ୀ,…,ேିଵ

+ ܷ  ܹ ଶ݂ାଵ 
ୀ,…,ேିଵ

             ݇ = 0, … ,2ܰ − 1 

Now the first term looks just like ( ሚ݂) and the last is ( ሚ݂)  so we get: 
ሚ݂ = ( ሚ݂) + ܷ( ሚ݂) 

The only thing is that k is defined now from 0 to 2N-1, while we said that we did 
a Fourier transform of the N points in the even and odd parts separately, so we 
had it from 0,…,N-1 only;  
But that’s OK since you can prove that both ( ሚ݂) and( ሚ݂)  are peioridc with 
period N, i.e., if we know N values we get automatically their next N values. 
This algorithm can be applied recursively: 
E.g.,  
To get, say, the Fourier transform of N=64 points we need to 

(i) Get TWO Fourier transform of N=32; and  
Do the highlighted sum above – cost of N=64 complex multiplications 
(and N additions, which are cheaper). 

Now to do TWO Fourier transform with N=32 above we need 
(ii) FOUR Fourier transforms with N=16, and then do TWO different 

summations as highlighted above, each for 32 points, i.e., 64 complex 
multiplications. 

So to do this we need: 
(iii) Eight Fourier transforms (F.T.) with N=8, and 64 complex multiplications, 

i.e.,  
(iv) 16 F.T. with N=4, and another 64 complex operations, i.e.,  
(v) 32 F.T. with N=2, and another 64 complex operations,;  
(vi) and the 32 F.T. with N=2 cost themselves 64 operations. (it is easy to do a 

FT with 2 points!) 
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So overall we had 64+64+64+64+64+64  = 6*64 operations; obviously for any 
N which is a power of 2 (N=2M) the cost is ܰ ⋅ ࡺ ,.i.e ,ܯ ࢍ  operations as ࡺ
promised. 
Example: for a 3D imaging, where the same cost applies (with N=total number of 
points= ௫ܰ ⋅ ௬ܰ ⋅ ௭ܰ),  it is quite feasible to have N=(1000)3 =109 points.  Then, 
using an FFT algorithm we need only  

ܰ ଶ݈݃ ܰ~ 10ଽ ⋅ 30 = 3 ⋅ 10ଵ 
i.e., 30 billion complex multiplications and additions, which will take about a 
quarter-minute to half a minute on modern 3GHZ workstations; if we were to try 
to do this without the FFT algorithm, it would have taken N2=10ଽ ⋅ 10ଽ = 10ଵ଼  
operations, which will take, with the same computer, 50 years… 
For reference on this chapter so far (as well as on almost all things numerical), 
use the book : Numerical Recipes. 
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NUMERICAL DERIVATIVES WITH SPECTRAL METHODS: 
One final comment – the FFT enables, in addition to studying spectra and doing 
convolution, to have a very accurate numerical derivative.  I.e., given N values of a 
function  

,  (ݔ)݂ ݔ ݁ݎℎ݁ݓ = ݔ +  ,ݔ݀ ݆
the traditional way to get a derivative would have been to calculate an 
approximation to the derivative from, say, 

݂݀
ݔ݀ ൫ݔ൯ ≅ ݂൫ݔାଵ൯ − ݂൫ݔ൯

ݔ݀ 2    

or another similar formula (we use blue since this formula will be replaced).  
However, with FFT we can imagine that the function is rigorously a sum of N 
exponentials, i.e., imagine that  

(ݔ)݂ =  (ݔ݅)ݔ݁ ሚ݂


 

(we won’t worry about overall normalization constant), then we will  
(i) Get the ሚ݂ by a numerical FFT;  
(ii)  Differentiate analytically the exponentials ݁ݔ(ip୩x) to get: 

݂݀
ݔ݀ ݔ) = (ݔ =  ݅ ൯ݔ൫݅ݔ݁ ሚ݂


 

(iii) DO this highlighted summation by inverse Fourier transform. 
For reference, see D. Kosloff and R. Kosloff, A Fourier Method Solution for the 
Time Dependent Schrödinger equation as a Tool in Molecular Dynamics, J. Comp. 
Phys., 52, 35-53 (1983) and Ronnie Kosloff, Time Dependent Methods in 
Molecular Dynamics, J. Phys. Chem., 92, 2087-2100 (1988).  
END OF Fourier Transforms 
END OF COURSE! 


