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We use one-electron non-adiabatic mixed quantum/classical simulations to explore the temperature
dependence of both the ground-state structure and the excited-state relaxation dynamics of the hydrated
electron. We compare the results for both the traditional cavity picture and a more recent non-cavity
model of the hydrated electron and make definite predictions for distinguishing between the different
possible structural models in future experiments. We find that the traditional cavity model shows no
temperature-dependent change in structure at constant density, leading to a predicted resonance Raman
spectrum that is essentially temperature-independent. In contrast, the non-cavity model predicts a
blue-shift in the hydrated electron’s resonance Raman O–H stretch with increasing temperature.
The lack of a temperature-dependent ground-state structural change of the cavity model also leads
to a prediction of little change with temperature of both the excited-state lifetime and hot ground-
state cooling time of the hydrated electron following photoexcitation. This is in sharp contrast to
the predictions of the non-cavity model, where both the excited-state lifetime and hot ground-state
cooling time are expected to decrease significantly with increasing temperature. These simulation-
based predictions should be directly testable by the results of future time-resolved photoelectron
spectroscopy experiments. Finally, the temperature-dependent differences in predicted excited-state
lifetime and hot ground-state cooling time of the two models also lead to different predicted pump-
probe transient absorption spectroscopy of the hydrated electron as a function of temperature. We
perform such experiments and describe them in Paper II [E. P. Farr et al., J. Chem. Phys. 147,
074504 (2017)], and find changes in the excited-state lifetime and hot ground-state cooling time with
temperature that match well with the predictions of the non-cavity model. In particular, the experiments
reveal stimulated emission from the excited state with an amplitude and lifetime that decreases with
increasing temperature, a result in contrast to the lack of stimulated emission predicted by the cavity
model but in good agreement with the non-cavity model. Overall, until ab initio calculations describing
the non-adiabatic excited-state dynamics of an excess electron with hundreds of water molecules at
a variety of temperatures become computationally feasible, the simulations presented here provide a
definitive route for connecting the predictions of cavity and non-cavity models of the hydrated electron
with future experiments. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4985905]

I. INTRODUCTION

What happens when an excess electron, one more than
what is needed for electrical neutrality, is released into a liq-
uid? The resulting species is termed a solvated electron, and the
nature of solvated electrons has been of intense interest as these
objects serve as reaction intermediates in charge transfer and
radiolysis reactions as well as provide a testbed for our under-
standing of quantum chemistry in dynamic disordered envi-
ronments. Excess electrons in water, or hydrated electrons,1,2

have been of particular interest to both experimentalists3–12

and theorists.13–18
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Despite this intense interest, questions still remain con-
cerning the structure of the hydrated electron. The conven-
tional picture has been that the hydrated electron carves out
a cavity, locally expelling the water and behaving roughly
as a particle in a quasi-spherical box.13,19–21 Recently, how-
ever, both we14,22,23 and others17,18 have challenged this pic-
ture based on calculations that suggest that the excess elec-
tron’s wavefunction encompasses several water molecules
in a structure with only a small or even no central cav-
ity. We note that our one-electron non-cavity pseudopo-
tential has been criticized,24–26 both for overbinding the
electron energetically15,27 and for predicting a negative
molar solvation volume28 when experiment suggests that
this parameter should be positive.29 Nevertheless, non-cavity
hydrated electron models have been shown to account for
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various experimental observations that the traditional cav-
ity picture cannot explain, including the hydrated elec-
tron’s resonance Raman spectral line shape,22,23 behavior
at the air/water interface,28 and time-resolved photoelectron
spectroscopy.30

Another important feature of hydrated electrons is that
their properties are temperature dependent. It is well known
that the absorption spectrum of the hydrated electron red-
shifts with increasing temperature.8,31,32 Although some of
this red-shift results from the fact that the density of water
decreases with increasing temperature at constant pressure,33

careful experiments have shown conclusively that the absorp-
tion maximum of the hydrated electron’s spectrum red-shifts
by 2.2 meV/K with increasing temperature at constant water
density.11,34 Cavity models of the hydrated electron have
failed to reproduce this constant-density temperature depen-
dence, showing little to no temperature dependence.22,33,35,36

Our non-cavity model, on the other hand, shows the cor-
rect qualitative trend with temperature, although the calcu-
lated absorption spectrum shift is about double that observed
experimentally.22,23

What is it about cavity and non-cavity hydrated electron
models that lead to such different predicted dependence on
temperature? Most hydrated electron models are based on
mixed quantum/classical (MQC) molecular dynamics (MD)
simulations, where the water molecules are treated classically
and only the excess electron is treated quantum mechani-
cally, with the classical and quantum degrees of freedom
coupled via a pseudopotential. (Of the few calculations based
on density functional theory (DFT) with quantum mechan-
ically treated water,17,18 none as of yet have explored the
temperature dependence of the calculated hydrated electron’s
properties, including those that have applied DFT ex post
facto to configurations generated from MQC MD simula-
tions.27,37,38) The pseudopotentials typically used in cavity
models tend to be highly repulsive to account for Pauli exclu-
sion interactions between the excess electron and the electrons
in the occupied water molecular orbitals. We have recently
argued, however, that correlation/dispersion interactions can
lead to substantial attractions between an excess electron and
water at short range and that proper inclusion of such interac-
tions in a cavity-forming pseudopotential promotes non-cavity
hydrated electron behavior.36 Indeed, the pseudopotential we
developed when originally proposing a non-cavity picture for
the hydrated electron happens to do a good job of accounting
for such interactions, even though this was not intentionally
part of our original design.14 It is largely the way the balance
between these attractive and repulsive interactions (the former
of which are missing in cavity models) changes with tempera-
ture that explains the hydrated electron’s T -dependent spectral
shift.22,23

In this work, we extend our understanding of the dif-
ferences between cavity and non-cavity models by examin-
ing their predictions for the temperature dependence of the
hydrated electron’s excited-state dynamics. There has been
relatively little experimental work8 and no theoretical work
that we are aware of examining the T -dependent behavior of
the photoexcited hydrated electron, so this opens an entirely
new avenue for predictions that can make direct contact with

experiment. We choose to focus on MQC MD simulations
because at the present time, we are not aware of any ab initio
methods that are capable of simulating hydrated electron
excited-state dynamics with the requisite number of water
molecules. We find that non-cavity hydrated electrons show
a pronounced temperature dependence to their excited-state
lifetime, a result of the fact that the solvation structure of
the ground-state electron changes significantly with temper-
ature. In contrast, cavity hydrated electrons show essentially
no predicted the change in excited-state lifetime, the result of a
ground-state solvation structure that is constant with tempera-
ture. The different ground-state structures lead to different pre-
dicted temperature dependences for resonance Raman spec-
troscopy, and the different excited-state dynamics lead to dif-
ferent predicted temperature-dependent transient absorption
and time-resolved photoelectron spectra.

In Paper II,39 we perform temperature-dependent transient
absorption measurements and find results that are in qualita-
tive disagreement with the traditional cavity picture, but in
excellent agreement with our non-cavity model. This rein-
forces the notion that a picture of the hydrated electron as a
strongly repulsive, hydrophobic object that resides in a cavity
is not consistent with its known temperature-dependent prop-
erties; hopefully temperature-dependent resonance Raman and
time-resolved photoelectron spectroscopy experiments will
be performed in the near future to further test the differ-
ing predictions of cavity and non-cavity hydrated electron
models.

II. COMPUTATIONAL METHODS

The equilibrium ground-state MQC MD simulations in
this work were performed in the canonical (NVT) ensem-
ble using in-house developed codes; the methods are essen-
tially the same as those detailed in our previous published
work on this topic.14,22,23,40,41 Briefly, 499 water molecules
were included in a cubic simulation box of length 24.64 Å
with one excess electron. The excess electron was treated
quantum mechanically, the wave function of which com-
puted using a plane-wave basis set, while the water molecules
were treated classically by the flexible simple point charge
(SPC-flex)42 model. The coordinates of the water molecules
were propagated by the velocity Verlet algorithm. The sim-
ulations used periodic boundary conditions, and the tem-
perature was enforced with a thermostat.43 The quantum
force exerted on the classical solvent molecules by the
excess electron was calculated via the Hellmann-Feynman
theorem.

For both the cavity and non-cavity models, the pseu-
dopotentials we employed to account for the electron–water
interactions were derived via the Phillips-Kleinman formal-
ism.44–46 In particular, we follow our previous work and
use the pseudopotential developed by Turi and Borgis13

(denoted as TB, below) as a representative cavity model for
the hydrated electron, and our more recent pseudopotential14

(referred to as LGS in literature) as a non-cavity hydrated
electron. When solving Schrodinger’s equation, we used a
163 or 323 plane wave basis for calculating the wave func-
tion of the TB and LGS hydrated electrons, respectively,
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as needed to reach energy convergence. Our simulations
employed minimum-image periodic boundary conditions, and
all interactions were smoothly tapered to zero at 16 Å over a
2 Å range with a group-based cutoff.47 We note that explicit
treatment of the long-range interactions in MQC simula-
tions does yield different results for the hydrated electron.15

We have chosen to taper the interactions for the simulations
discussed here, however, both because Ewald summation is
known to give a stronger finite size effect for this system,
as we have discussed in Ref. 28, and because this choice
is consistent with our previously published work,14,22,23,41

allowing for direct comparison to the data presented
below.

For each hydrated electron model at each equilibrium
temperature, we started by running a 200-ps adiabatic equi-
librium trajectory along the electronic ground state. We then
simulated the dynamics following photoexcitation from the
ground state by picking 50 uncorrelated ground-state elec-
tron configurations and promoting the electron to one of the
adiabatic excited states to create a microcanonical ensemble
of non-equilibrium trajectories that each had a duration of
≥1.5 ps. A few individual sample trajectories are given in
the supplementary material. We chose the pump wavelength
at the different equilibrium temperatures (1.22–1.76 eV for
LGS, 1.70–1.75 eV for TB) such that the majority of the elec-
trons were promoted to the lowest excited state. The larger
range for pump wavelengths for the LGS model accounts
for the fact that the equilibrium energy gap changes signifi-
cantly with temperature whereas that for the TB model does
not.22

The breakdown of the Born-Oppenheimer approxima-
tion (nonadiabatic dynamics) on the excited-state manifold
was accounted for using Tully’s fewest switches surface hop-
ping (FSSH) algorithm.48 We note that previous work has
used a formalism based on Fermi’s Golden Rule (FGR) to
estimate the lifetime of hydrated electrons/water anion clus-
ters.49 The FGR formalism, however, relies on linear response,
which unfortunately does not hold for photoexcitation of the
hydrated electron.50 This is why we have elected to simu-
late the non-adiabatic relaxation using the FSSH algorithm. It
is important to note, however, that the FSSH algorithm does
not provide a realistic picture of the decoherence that induces
surface hopping for strongly coupled systems such as the
hydrated electron.40 This means that the excited-state lifetimes
calculated in our non-equilibrium trajectories will at best be
estimates of the true lifetime and that caution is recommended
before attempting any type of direct comparison of the calcu-
lated lifetimes to experiment.30 Presuming that the decoher-
ence rate does not have a significant temperature dependence,
however, the relative change in lifetime at different tempera-
tures should not be affected by the absolute rate of decoher-
ence. Thus, we expect that the temperature-dependent lifetime
trends shown in this work can be legitimately compared to
experiment.

Pump-probe transient absorption spectra were calculated
directly from the electronic energy eigenvalues and transi-
tion dipole matrix elements in the simulations in a man-
ner similar to our previous work.14 Briefly, at each time
point, the spectra consisted of a sum of several transitions:

excited-state absorption (from the currently occupied state to
higher-lying states, of which 8 were explicitly calculated),
stimulated emission (from the currently occupied excited state
to the ground state, if the system occupies an excited state),
and the ground-state bleach (the negative of the absorption
spectrum the system would have had if it had not been excited,
as calculated from the original ground-state trajectory). For
each component, the calculated energy gaps for all possi-
ble transitions were histogrammed into 0.1-eV-width bins,
weighted by the corresponding transition dipole matrix ele-
ments; the resulting spectra were then convolved in time with a
60-fs-wide Gaussian to represent the experimental instrument
response.

Resonance Raman spectra of the LGS and TB hydrated
electron models at different temperatures were also calculated
as in our previous work.22 Briefly, we extended the semi-
classical method developed by Skinner and co-workers that
“maps” the quantum-chemically calculated O–H stretching
vibrational frequencies onto the local electric field experienced
by the classical water in the simulation.51–53 It is worth not-
ing that this mapping was developed for pure water54 and that
modifications may be necessary when applying such maps to
different systems, such as ionic solutions.55 Given that we do
not have the computational resources to develop a full map
for the hydrated electron system, we assumed that the elec-
tric field from the hydrated electron contributed equivalently
to the electric field from the other water molecules,54 noting
that small differences in the weighting factor would not quali-
tatively affect any of the conclusions we draw from the Raman
spectra calculated below. To simulate resonance Raman rather
than bulk Raman spectroscopy, we also weighted the contri-
bution of each water to the spectrum by the square of the
force difference projected along the O–H bond between the
electronic ground and resonant excited states.22 For the TB
model, we found that generally only the first solvent shell con-
tributed significantly to calculated resonance Raman spectra,
while for LGS the main contributions were from the water
molecules residing within the electron’s radius of gyration.22

The spectra presented below were averaged inhomogeneously
over 200 uncorrelated configurations along each of the various
equilibrium ground-state trajectories.

III. RESULTS AND DISCUSSION
A. Temperature dependence of the hydrated electron’s
structure for cavity and non-cavity models

In order to understand the differences in the hydrated
electron’s excited-state relaxation with temperature, we begin
our study by focusing on the temperature dependence of the
ground-state structure. As described above, we ran adiabatic
ground-state equilibrium trajectories for both cavity (TB) and
non-cavity (LGS) hydrated electron models at several differ-
ent temperatures ranging from 255 to 350 K. Figure 1 shows
electron center-of-mass to water oxygen radial distribution
functions for both the LGS [panel (a)] and TB [panel (b)] mod-
els. The data make clear that the solvation structure of LGS
non-cavity electrons changes noticeably with temperature (the
density of water inside 1 Å distance from the electron’s center
of mass drops by ∼7.5× from 350 to 255 K, as summarized in
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FIG. 1. Temperature dependence of the radial distribution function of the
center-of-mass of the hydrated electron to water oxygen for both the (a) LGS
non-cavity and (b) TB cavity models. The LGS model shows a clear change in
structure with temperature, with the density of waters nearest the center of the
electron increasing as the temperature is increased, and the formation of a small
central cavity (“hybrid”-like structure) at lower temperatures. In contrast, the
TB cavity electron is effectively a hard sphere, showing no change in structure
at all over the temperature range investigated.

Table I), while the TB cavity electron’s structure is essentially
unaffected by temperature.

For the LGS electron, it is clear that as the temperature
is lowered, a small cavity opens near the electron’s center,
creating a “hybrid” structure similar to that observed in previ-
ous DFT17 and ab initio18 calculations. This strongly suggests
that the driving force for water to enter the electron’s inte-
rior is entropic: as the temperature is lowered and entropy
becomes less important, the predominantly repulsive enthalpic
Pauli exclusion terms in the pseudopotential lead to incip-
ient cavity formation. At higher temperatures, the entropic
penalty to expel water from a volume in space is simply
too high, so the water penetrates into the electron’s charge
density. Given that the LGS model is known to overestimate

TABLE I. Density of water in the vicinity of the electron center-of-mass.

T (K) 255 298 325 350

LGS 1.0 Å 0.100 ± 0.213 0.276 ± 0.398 0.555 ± 0.438 0.76 ± 0.36
LGS 2.45 Å 1.69 ± 0.14 1.57 ± 0.13 1.51 ± 0.09 1.41 ± 0.06
TB 2.45 Å 0.23 ± 0.05 0.23 ± 0.05 0.26 ± 0.05 0.26 ± 0.05

the temperature dependence of the electron’s absorption spec-
trum, this suggests that the LGS model slightly overempha-
sizes the entropic contributions to the electron’s structure at a
given temperature. Thus, it is highly likely that the true struc-
ture at room temperature is somewhere between that given
by the LGS model and that suggested by “hybrid” models,
with the size of the central cavity being highly temperature
dependent.

In contrast, the TB model yields the same structure with a
∼2.2-Å central cavity independent of the bulk temperature. The
change in structure with temperature is so small as to imply that
the TB electron is effectively a hard sphere: the repulsive terms
in the TB pseudopotential are energetically so steep compared
with kBT that the relatively modest (∼30%) change in absolute
temperature we have explored makes effectively no difference
in structure. This hard-sphere-like behavior of the TB model
indicates that entropy plays almost no role in the observed
structure, which is consistent with the fact that the TB model
completely misses the known temperature of dependence of
the hydrated electron’s absorption spectrum.22

The best experimental indicator of the hydrated electron’s
structure that we are aware of comes from resonance Raman
spectroscopy. Experimentally, the resonance Raman spectrum
of the hydrated electron shows a water O–H stretching band
that is both broader than and redshifted from that of bulk liq-
uid water.9 We have shown in a previous work that the TB
cavity model predicts a resonance Raman O–H stretch that is
narrower and blue-shifted compared with that of bulk water,
in sharp contrast to experiment.22 The predicted narrowing
of the band results from the fact that the exterior first-shell
waters whose O–H stretches are displaced upon excitation
of the TB electron are in roughly equivalent environments,
leading to less inhomogeneous broadening. The predicted
blue-shift of the TB resonance Raman O–H stretching band
results from the fact that the electron is a poorer H-bond accep-
tor than another water molecule, so that the first-shell water
molecules have O–H stretches that are freer than those of bulk
water.

The predicted resonance Raman spectrum of the LGS
electron, in contrast, is in excellent qualitative agreement with
experiment.22 The broadening of the LGS O–H stretching
Raman band results from the fact that the H-bonds of the
interior waters can point in any direction with respect to the
electric field gradient created by the electron, so that inhomo-
geneous broadening is enhanced because some waters have
their H-bonds strengthened by the electron while others have
their H-bonds weakened by the electron. The red-shift of the
predicted LGS Raman spectrum results from the fact that the
interior waters are packed at a slightly higher density than in
bulk water due to electrostriction, leading to an average net
strengthening of H-bonds that is similar to what is seen when
water is compressed under pressure.22

The changes in structure seen in Fig. 1 lead to very definite
predictions for the temperature dependence of the O–H stretch-
ing line shape of the hydrated electron’s resonance Raman
spectrum. Figure 2 displays the calculated Raman spectrum
for the LGS non-cavity [panel (a)] and TB cavity [panel (b)]
models of the hydrated electron as a function of temperature.
Not surprisingly, the predicted Raman spectrum for the TB
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FIG. 2. Temperature dependence of the O–H stretching region of the reso-
nance Raman spectrum of the hydrated electron for both the (a) LGS non-
cavity and (b) TB cavity models. The blue-shift of the O–H stretch band of
LGS as the temperature is raised reflects the general shift of the bulk water band
with increasing temperature and the net decrease in interior water density of the
electron (see text and Table I), whereas the lack of structural change of the TB
model leads to almost no predicted change in the Raman spectrum with tem-
perature. These disparate simulated predictions—a blue-shifting O–H band
or no change whatsoever with increasing temperature—should be directly
testable by future temperature-dependent resonance Raman experiments.

model shows virtually no change with temperature, a direct
reflection of the fact that the TB electron’s structure is temper-
ature independent. For the LGS model, on the other hand, the
prediction is that the O–H stretching Raman band blue-shifts
with increasing temperature.

The predicted blue-shift of the LGS electron’s resonance
Raman O–H stretch with increasing temperature has two ori-
gins. First, the predicted Raman spectrum of the simulated
bulk SPC-Flex water blue-shifts with increasing temperature
(about twice as much as seen experimentally;56 see the sup-
plementary material for details). Since the waters inside the
LGS electron maintain a bulk-like environment,14 their Raman
spectrum should also follow this shift. Second, the average
interior water density of the LGS hydrated electron changes
with temperature, as summarized in Table I. Even though the
LGS electron opens a small central cavity at lower temper-
atures, the total water density inside the electron’s ∼2.5 Å
radius of gyration actually increases at lower temperatures, as
can be seen by integrating the radial distribution functions in
Fig. 1(a) (it is important to remember that the integrated den-
sity measured by g(r) is weighted by r2). As the temperature
is increased, the small “hybrid” central cavity fills in, but the
water structure becomes increasingly bulk-like; indeed, the

radial distribution function of the LGS electron at 350 K is
nearly flat. Thus, at high temperatures, entropy reduces the
electrostriction that increases the interior LGS electron water
density, so the calculated resonance Raman spectrum blue-
shifts to reflect the more bulk-like environment of the interior
water molecules. The breadth of the calculated LGS Raman
spectrum does not appear to change significantly with temper-
ature. This is because H-bonds of the interior water molecules
continue to point in all directions with respect to the electron’s
electric field gradient, so that the electron’s enhancement of
the O–H stretch inhomogeneity is not strongly temperature
dependent.

Overall, Fig. 2 provides a definite prediction that should
be directly testable by experiment: either the resonance Raman
spectrum of the electron shows effectively no temperature
dependence, consistent with a TB-like cavity picture, or it
shows some type of temperature-dependent change in position
or width. The LGS-model predicts a noticeable blue-shift with
increasing temperature without a significant width change.
Although no temperature-dependent calculations have been
done to date for “hybrid” models, given that such models have
a room temperature structure that is similar to the LGS model
at only slightly lower temperatures (and that the LGS model
overestimates the temperature dependence), we would expect
that “hybrid” models will likely predict a similar temperature-
dependence to their Raman spectrum as LGS. Of course, the
experimental Raman spectrum may show a different temper-
ature dependence than that predicted here, which would not
only invalidate the traditional cavity model but also indicate
that the actual entropic contribution to the electron’s ground-
state structure is different from that predicted by the LGS and
“hybrid” models.

B. Temperature dependence of cavity and non-cavity
hydrated electrons’ excited-state relaxation

When the hydrated electron is excited to one of its elec-
tronic excited states by photoexcitation, relaxation takes place
on multiple time scales. First, the surrounding water molecules
rearrange to accommodate the new structure of the excited-
state electron. During the first ∼50 fs after excitation, the TB
cavity model predicts that the occupied excited state increases
in energy by ∼200 meV, while the LGS model predicts that
this state undergoes a ∼50 meV decrease in energy.30 Experi-
mentally, time-resolved photoelectron spectroscopy (TRPES)
experiments show that the occupied excited-state energy
slightly decreases following photoexcitation,57 consistent with
the LGS model but not with the cavity picture of the hydrated
electron. Second, the excited electron then undergoes inter-
nal conversion on a ∼100-fs time scale,12,57,58 the result of
a rapid solvent-induced radiationless transition to the ground
state. Finally, since the newly created ground-state electron
is formed out of equilibrium with the solvent, there is “cool-
ing” of the initially “hot” ground state as the solvent returns
the ground-state electron back to equilibrium. Both TRPES
experiments and the LGS model indicate that this cooling
process takes place in ∼400 fs, while the TB model pre-
dicts significantly faster cooling that is not consistent with the
experiment.30

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-012732
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Pump-probe transient absorption spectroscopy also has
been used extensively to study the excited-state relaxation
processes following photoexcitation of the hydrated elec-
tron.3–7,59–61 Like TRPES, pump-probe experiments observe
several distinct time scales following photoexcitation, includ-
ing spectral changes on a 50-100 fs time scale, a ∼450 fs
time scale, and a smaller-amplitude change on a ∼1.1 ps
time scale.3 Because transient absorption spectroscopy can-
not unambiguously determine the electronic state in which
the electron resides, two different models have been pro-
posed to interpret the pump-probe data: an “adiabatic” model,
where solvation of the excited-state electron takes ∼100 fs, the
subsequent internal conversion takes several hundred fs,61–63

and ground-state cooling takes ∼1 ps; and a “nonadiabatic”
model, in which the ∼100-fs time scale is internal conver-
sion and both of the longer time scales reflect equilibration
of the ground state.59,60 The TRPES experiments discussed
above demonstrate clearly that the “non-adiabatic” picture is
correct.12,57,58

For all of this work exploring the relaxation of the pho-
toexcited hydrated electron, there have been essentially no
previous studies, either experimental or theoretical, aimed at
understanding the temperature dependence of the electron’s
excited-state relaxation. Thus, we begin our exploration of
this temperature dependence by exploring the survival prob-
ability (i.e., fraction of trajectories remaining in the excited
state at a given time after excitation) of both the TB cavity
and LGS non-cavity models following simulated photoexci-
tation. The survival probability data at different temperatures
for both models are plotted in Fig. 3. Over the range of tem-
peratures investigated, the average excited-state lifetime for
the TB model changes by ∼30%, while that for the LGS non-
cavity model changes by over a factor of three: the two models
thus predict a temperature dependence that differs by an order
of magnitude. For a temperature difference of 45 ◦C, which
we were able to explore experimentally in Paper II,39 the TB
model predicts a ≤20% change in the excited-state lifetime,
while the LGS model predicts a lifetime change of just under
a factor of two.

Why do the two models predict such starkly different
temperature dependencies? Since the two different electron
models start with different ground-state structures and the
excited-state lifetime of the hydrated electron is ∼100 fs,
there is no time for significant structural rearrangement fol-
lowing vertical excitation. Thus, the different models have
different excited-state structures at different temperatures that
give rise to internal conversion with different rates. We know
from Fig. 1 that the TB electron’s ground-state structure is
temperature insensitive, which is consistent with the relative
lack of temperature dependence of its excited-state lifetime,
whereas the dramatic change with temperature in the pre-
dicted excited-state lifetime of the LGS electron makes sense
given the strong temperature dependence of its ground-state
structure.

This argument still leaves the questions, however, as to
what are the excited-state structures that lead to the different
predicted temperature dependences for the hydrated electron’s
excited-state lifetime? Unfortunately, the fact that the FSSH
algorithm we use to compute non-adiabatic dynamics gives

FIG. 3. Survival probability of remaining in the excited state for (a) the LGS
non-cavity and (b) the TB cavity hydrated electron models as a function of
temperature.

absolute calculated lifetimes for both models that are too
long30 means that the simulations have too much excited-state
solvent relaxation prior to the internal conversion. On the other
hand, since we know where the structure starts following pho-
toexcitation (Fig. 1), if we can calculate the excited-structure
that solvation dynamics is trying to produce (even if the struc-
ture is never equilibrated on the excited state because the
radiationless transition happens first), we can still meaning-
fully understand the different predictions for the temperature
dependence of the lifetime of the different hydrated electron
models.

In Fig. 4, we show the structures of the LGS (top panels)
and TB (lower panels) hydrated electrons following equilibra-
tion on the lowest excited state (blue curves) at the extremes
of our explored temperature range; these structures were com-
puted by averaging over configurations in which the electron
had occupied the excited state for at least 500 fs following pho-
toexcitation. The ground-state structures at these same temper-
atures (green dashed curves) are also shown for comparison. It
is worth noting that the excited state of both electrons is p-like
and thus has cylindrical symmetry that is not well-captured by
a spherically averaged radial distribution function.62 Nonethe-
less, for the TB electron, Fig. 4 shows clearly that the excited
state has water molecules occupying what had been the central
ground-state cavity. The driving force for this is the fact that the
water can best relax around the excited TB electron by mov-
ing into the node of the p-like excited-state wave function.62
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FIG. 4. Radial distribution functions of
the center-of-mass of the hydrated elec-
tron to water oxygen for both the LGS
model (upper panels) and TB models
(lower panels) in both the equilibrium
ground (green dashed curves, same as
Fig. 1) and excited (blue curves) states at
both 255 K (left panels) and 350 K (right
panels). Like that of the ground state,
the LGS excited-state structure has a
greater enhancement of water density
near the center-of-mass (which helps to
induce the non-adiabatic transition to
the ground state) at higher temperatures.
Also like its ground state, the excited-
state structure of the TB electron shows
essentially no temperature dependence,
explaining why its excited-state lifetime
is essentially temperature independent.

Like the ground state, the final equilibrium structure of the TB
excited state does not change significantly with temperature,
so whatever structural intermediate between the equilibrated
ground and excited states is produced when the non-adiabatic
transition occurs that structure is essentially the same across
the temperature range we have explored.

For the LGS electron, on the other hand, excited-state sol-
vation dynamics work to remove the enhanced water density
that resides ∼2 Å from the electron’s center of mass; at lower
temperatures, the equilibrium excited-state structure also has
a reduced size of the small central ground-state cavity. That
said, it is clear from Fig. 4 that the equilibrium excited-state
structure of the LGS electron still has a strong temperature
dependence: there is still a small (albeit reduced) central cavity
at lower temperatures, whereas there is enhanced water den-
sity near the electron’s center of mass at higher temperatures.
The fact that both the starting and ending structures following
photoexcitation at different temperatures are different for the
LGS electron explains the large temperature dependence of
the calculated excited-state lifetime. For example, the differ-
ence between the ground- and excited-state structures of the
LGS electron is larger at colder temperatures. This means that
even if the solvent nuclei were to move the same speed, it will
still take longer to reach the conical intersection on the adi-
abatic manifold at lower temperatures, explaining the longer
excited-state lifetime.

Given that the TB model does not change either its ground
or excited-state solvation structure when the temperature is
changed, why does it show any temperature dependence to its
excited-state lifetime at all? We know that the non-adiabatic
coupling depends on the nuclear velocity v of the solvent
molecules that couple the |s〉 and |p〉 states,

〈s|
∂ |p〉
∂t
= 〈s|

∂ |p〉
∂R
·
∂R
∂t
= d · v, (1)

where d is the non-adiabatic coupling vector. The velocity
term in Eq. (1) is obviously temperature dependent, since

statistically the solvent velocity along any coordinate scales
as the square root of the bath temperature. Over the tem-
perature range studied in this work, the solvent velocities
change by ∼18%, which explains nearly all of the observed
change in the TB electron’s lifetime with temperature. Of
course, this effect is also present in the temperature depen-
dence of the LGS electron’s lifetime, but it is swamped
by the larger effect of the temperature-dependent structural
change.

The different models’ predictions for the temperature
dependence of the hydrated electron’s lifetime should be
directly testable experimentally. Time-resolved photoelec-
tron spectroscopy experiments can directly measure this life-
time,12,57,58 and it should be readily possible to do these
experiments over at least a limited temperature range. Even
if the experiments only can be done between temperatures
of 0 and 45 ◦C, as with the transient absorption experiments
described in Paper II,39 the experiments should still easily be
able to distinguish the ∼20% change in lifetime predicted
by the cavity model versus the factor of ∼2 change pre-
dicted by the non-cavity model. It should also be possible to
observe the lifetime change by pump-probe transient absorp-
tion spectroscopy, which we turn to in Sec. III C, setting
the stage for the analysis of our experiments described in
Paper II.39

C. Simulated temperature-dependent transient
absorption of cavity and non-cavity hydrated electrons

One of the key differences between TRPES and tran-
sient absorption (TA) experiments is that the latter can only
probe how the various energy gaps of the hydrated elec-
tron change with time; the energy gaps involved in TA can
have different dynamics than the energy difference between
the occupied state and ionized electron probed in TRPES.
Thus, to understand the temperature dependence of transient
absorption spectroscopy of the hydrated electron, we need
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FIG. 5. Temperature dependence of the
dynamics of the energy gap between
the ground and first electronic excited
states of the hydrated electron follow-
ing photoexcitation (upper panels) and
following the non-adiabatic transition
to the ground state (lower panels) for
both the LGS non-cavity (left panels)
and TB cavity (right panels) models.
Consistent with the equilibrium ground-
and excited-state structures seen in
Fig. 4, the LGS electron has different
initial and final gaps at different tem-
peratures, as well as different dynamics
connecting them, whereas the structural
invariance of the TB electron with tem-
perature leads to gap dynamics that are
temperature independent. These differ-
ent predictions should be experimen-
tally testable by TRPES or TA.

to explore how the various energy gaps probed in transient
absorption spectroscopy change dynamically with tempera-
ture, which are shown for the LGS model (left panels) and
TB model (right panels) in Fig. 5. The upper panels of this
figure show the dynamics of the energy gap between the
ground and first excited states while the electron occupies the
excited state following photoexcitation, and the lower panels
show the same energy gap while the electron occupies the
ground state as a function of time following the non-adiabatic
transition.

For LGS, the initial gap after excitation (time zero in the
upper left panel) and the equilibrated gap after non-adiabatic
relaxation (long times in the lower left panel) are clearly tem-
perature dependent, as reflected in the known (and admittedly
somewhat exaggerated) temperature dependence of the equi-
librium absorption spectrum of this model,22 reflecting the
structural changes with temperature seen in Figs. 1 and 4.
More importantly, the figure makes clear that although the
gap closing dynamics during the ∼100 fs the electron occu-
pies the excited state are not strongly temperature dependent,
the relaxation dynamics following the non-adiabatic transition
(upper right panel of Fig. 1) are somewhat temperature depen-
dent: the gap closing accompanying the ground-state cooling
is a bit faster and has a smaller amplitude at higher tempera-
tures, and is somewhat slower with a larger amplitude at colder
temperatures. The smaller amplitude at higher temperatures is
a result of the fact that the system is recovering to a smaller
equilibrium energy gap, but the faster dynamics result from
the fact that the underlying solvent motions that close the gap
are faster at higher temperatures.

In contrast, the equilibrium gap for the TB model (lower
left panel in Fig. 5) shows no temperature dependence, as
expected from the complete lack of a temperature-dependent
structural change, which is also why the equilibrium absorp-
tion spectrum does not change with temperature.22 But perhaps
even more strikingly, Fig. 5 shows that none of the gap dynam-
ics, either after photoexcitation or following non-adiabatic
relaxation, have any significant temperature dependence. This

means that in addition to the excited-state lifetime, the TB
electron should show no temperature dependence for any of
its excited-state relaxation processes, including the ground-
state cooling. Part of the reason for this is that the energy
gap relaxations for the TB electron are dominated by inertial
water motions30 whose dynamics do not change much with
temperature (at most by the ∼18% change in average libra-
tional velocity over the temperature range studied). But even
the longer time scale diffusive motions show little temperature
dependence for the TB electron, again marking an experimen-
tally determinable contrast between the cavity and non-cavity
pictures of the hydrated electron.

Now that we understand how the dynamics of the energy
gaps change with temperature, we can turn to studying the full
temperature-dependent pump-probe transient absorption spec-
tra for both the cavity and non-cavity models of the hydrated
electron. In Fig. 6, we show the calculated transient absorption
spectra at different temperatures for the LGS non-cavity (left
panels) and the TB cavity (right panels) models in the energy
range of the transient absorption spectra that we study experi-
mentally in Paper II.39 For the spectral region plotted in Fig. 6,
the calculated transient absorption spectra consist mostly of the
ground-state bleach, along with contributions from stimulated
emission at early times, and the recovering hot ground state
absorption that fills in the bleach at later times. We show the
individual components that contribute to the calculated tran-
sient absorption spectra in the supplementary material. The
predicted transient absorption contours for both models are
not perfectly smooth because the non-equilibrium ensemble
we average over is not large enough to average out the phase of
low-frequency oscillatory motions that are impulsively driven
upon excitation.14,30,62,63

As expected from what is known about the tempera-
ture dependence of their ground-state absorption spectra,22

the peak bleach (purple/blue contours) of the LGS electron’s
transient absorption at early times red-shifts with increas-
ing temperature, while that for the TB electron is con-
stant with temperature. For the LGS model, the ground-state

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-012732
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FIG. 6. Calculated broadband transient
absorption spectra for the LGS non-
cavity (left panels) and TB cavity (right
panels) hydrated electron models at
255 K (top panels), 298 K (center pan-
els), and 350 K (lower panels). For LGS,
in addition to the fact that the early
time bleach is red-shifted, the kinetics at
which the bleach blue-shifts and recov-
ers are faster at higher temperatures, in
reasonable agreement with the experi-
ments in Paper II.39 For TB, the cal-
culated transient absorption signals at
the three different temperatures are the
same within the error, which along with
the very rapid blue-shift of the maxi-
mum bleach is in contrast to experiment;
see Paper II39 for details.

absorption is homogeneously broadened,14,30 so the ground-
state bleach is identical within the noise to the equilib-
rium absorption spectrum. For the TB electron, on the other
hand, the ground-state absorption spectrum is inhomoge-
neously broadened, leading to the possibility of spectral dif-
fusion in the bleach if polarized pump and probe pulses are
employed to suppress electronic “replica holes.”37,64,65 We
have ignored the relative polarizations of the pump and probe
pulses when calculating the transient absorption spectra in this
paper, making them effectively unpolarized and thus allow-
ing the initial bleach of the TB electron’s absorption spec-
trum to match that of its ground-state absorption spectrum. In
Paper II,39 even though it has been demonstrated experimen-
tally that there is no polarization dependence to the observed

transient absorption signals so that the absorption spectrum is
homogeneously broadened,66–68 we perform our temperature-
dependent experiments on the hydrated electron using pump
and probe pulses with relative polarizations at the magic
angle to allow for a direct comparison to the calculations in
Fig. 6.

For both hydrated electron models, once the excited-state
electron undergoes the internal conversion to the ground state,
a hot ground-state electron is produced that absorbs to the
red of the equilibrium ground state. As the hot ground state
cools, its absorption shifts to the blue with time, where it
starts filling in the red edge of the ground-state bleach, lead-
ing to an apparent blue-shift of the bleach maximum with
increasing time. For the LGS electron, the rate of the bleach
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recovery and blue-shift both increase with increasing tem-
perature. This is both because the excited-state lifetime is
shorter at higher temperatures (cf. Fig. 3) and because the
energy gap associated with ground-state cooling is also smaller
at higher temperatures (cf. Fig. 5). In contrast, for the TB
model, neither the lifetime nor the cooling rate of the hot
ground state changes with temperature, and indeed the pre-
dicted transient absorption spectra are identical at all three
temperatures within the noise. Although neither model agrees
quantitatively with the experimental temperature-dependent
transient absorption spectra presented in Paper II39 (mostly
because of the overestimated lifetime in the simulations),
a quick comparison of Figs. 6 and 1 in Paper II39 shows
that there is an excellent qualitative match between the
LGS model and experiment, and qualitative disagreement
with the TB model, for which the calculated blue-shift is
both not temperature dependent and too fast compared with
experiment.

In their experimental studies of the resonance Raman
spectrum, Tauber and Mathies observed fluorescence coming
from the photoexcited hydrated electron.69 Even though sim-
ulations predict a very rapid Stokes shift for emission from

the hydrated electron (cf. Fig. 5, which shows a ∼0.6 eV
gap closing for LGS and a ∼1.0 eV gap shift for TB in the
first ∼30 fs),63,70 the experimental fluorescence spectrum still
shows significant emission just to the red of the excitation
wavelength in the visible and near-IR spectral regions, over-
lapping the ground-state bleach. Thus, it is certainly possible
that there could be a stimulated emission component in tran-
sient absorption spectroscopy of the hydrated electron in the
region of the bleach at early times, as has been speculated in
previous experimental work.4,6,71

To investigate how such a stimulated emission component
would be manifest spectroscopically, we plot the early time
transient absorption spectra for both hydrated electron models
as a function of temperature in Fig. 7 in a different way: we
normalize the spectra at each time on the blue edge, where the
only spectral component that contributes is the ground-state
bleach (various colored, dashed curves). In this way, any dif-
ferences seen from one time to the next must be the result of
stimulated emission or the hot recovering ground state, since
excited-state absorption plays little role in this spectral win-
dow. To help with the comparison, the black solid curve in
each panel shows the (negative of the) equilibrium absorption

FIG. 7. Early time calculated transient
absorption spectroscopy of both the
LGS and TB hydrated electron mod-
els, normalized in the blue region of the
spectrum so that the underlying ground-
state bleach has a constant amplitude;
the black solid curve shows the (nega-
tive of the) equilibrium absorption spec-
trum that is equivalent to the homoge-
neously broadened bleach. The temper-
ature dependence of the observed stim-
ulated emission amplitude and decay
dynamics for the LGS model are in
excellent agreement with the experi-
ments in Paper II,39 while the lack
of any excess bleach component pre-
dicted by the TB model runs counter to
experiment.
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spectrum, which is equivalent to the homogeneously broad-
ened bleach.

The excess bleach seen at the red edge of our spectra win-
dow at early times for LGS on the left side of Fig. 7 results from
stimulated emission (see the supplementary material), as there
is no other mechanism that can lead to an enhanced negative
absorption signal. The loss of the LGS electron’s stimulated
emission/excess bleach with time is due to a combination of the
Stokes shift of the stimulated emission out of the probe win-
dow, the decay of the stimulated emission due to the electron’s
excited-state lifetime, and the presence of the hot ground-state
absorption that shifts into the spectral window from the red as
the recovering electron cools. Because both the excited-state
lifetime (Fig. 3) and the cooling of the hot ground state (Fig. 5)
are faster at higher temperatures for the LGS electron, the
excess bleach/stimulated emission feature also decays faster
at higher temperatures. The presence of stimulated emission
and its temperature dependence predicted here for LGS are in
excellent agreement with what we observe experimentally in
Fig. 3 of Paper II.39

In contrast to both the LGS model and experiment, the
TB model predicts no observable stimulated emission/excess
bleach at early times. This is because the Stokes shift of the
excited hydrated electron’s emission during the∼35-fs inertial
relaxation is nearly twice as large for the TB model than for the
LGS model, and because the cooling of the TB electron’s hot
ground state is more than four times faster than that of the LGS
model (cf. Fig. 5).30 Thus, even though the simulations predict
that there is indeed a small stimulated emission component at
early times in this spectral window for the TB model (see
the supplementary material), the amplitude is small enough
compared with that of the ground-state bleach and the blue
tail of the most rapidly produced hot ground-state electrons
as to not be distinguishable with the ∼60-fs time resolution
simulated here. The rapid Stokes shift of the TB model also
would predict a much more red-shifted fluorescence spectrum
than is seen experimentally.69

D. Modeling the transient absorption spectroscopy:
The effective temperature of the hot
ground-state electron

As discussed in more detail in Paper II,39 the interpre-
tation of the pump-probe transient absorption spectroscopy
of the hydrated electron requires a kinetic model to extract
the various relaxation time scales from experimental data.
Modeling the excited-state absorption and Stokes shift of the
stimulated emission is quite complex, but for the visible region
of the spectrum, there is at least a simple model that can be
employed to account for the cooling of the hot ground state
that leads to recovery of the ground-state bleach.3 The basic
idea is to model the spectrum of the hot ground state as being
at quasi-equilibrium, with a temperature higher than that of
the bulk. Since the temperature dependence of the hydrated
electron’s absorption spectrum is known experimentally,8 this
means that the entire ground-state cooling process can then be
described by only 2 parameters. These are a temperature jump,
∆T , which characterizes the initial spectrum of the hot ground
state immediately following the non-adiabatic transition, and
a cooling time, τcool, by which the temperature describing the

hot electron’s spectrum relaxes exponentially back to the equi-
librium bulk temperature (some workers use a bi-exponential
with two cooling times to model the temperature relaxation).4

Of course, such models presume that the hot ground-state elec-
tron, which is clearly a nonequilibrium object, has a spectrum
that can be well approximated by an equilibrium spectrum at
a higher temperature.

As discussed in Paper II,39 when fitting standard kinetic
models to pump-probe transient absorption spectroscopy of the
hydrated electron at room temperature, the excited-state life-
time and ∆T parameters are highly correlated. In fact, fits with
a lifetime of 300-400 fs and a temperature jump of ∼30 K are
about as good as fits with a lifetime of&100 fs and a∆T of a few
hundred K. One of the arguments in favor of the so-called “adi-
abatic” relaxation model, with the longer lifetime, was that the
temperature jump of ∼30 K made much more physical sense
than a jump an order of magnitude larger (based on the argu-
ment that ∼30 K is about what is expected if the non-adiabatic
transition releases 0.5 to 1.0 eV of energy spread statistically
among a few dozen nearby water molecules). Of course, as
discussed above, TRPES experiments have shown that the
excited-state lifetime of the electron is short, falling squarely
into the “non-adiabatic” relaxation picture.12,57,58 This then
leaves the question of whether or not it makes sense to model
the relaxation of the hot ground state using the temperature
dependence of the equilibrium spectrum extrapolated to a few
hundred K above room temperature.

Fortunately, in our simulations, it is straightforward to cal-
culate the spectrum of the hydrated electron’s hot ground state
immediately after the non-adiabatic transition takes place. The
red curves in Fig. 8 show the calculated immediately-produced
hot ground-state spectrum for both the LGS non-cavity [panel
(a)] and the TB cavity [panel (b)] models of the hydrated elec-
tron. The spectra shown are for photoexcitation from a bulk
temperature of 298 K, but the hot ground state spectra of both
models do not change within error over the entire equilibrium
temperature range that we explored. For the LGS model, the
hot ground-state is substantially red-shifted from that at equi-
librium (blue curve). If this were an equilibrium spectrum and
we extrapolate using the temperature dependence of the LGS
model seen in our previous work,22 the hot ground state would
be at a temperature ∼120 K hotter than the bulk temperature.
For the TB model, the hot ground-state is also red-shifted from
the bulk but much less than that for the LGS model. Of course,
the TB model has almost no temperature dependence to its
absorption spectrum,22,33 so this modest red-shift would be
equivalent to a temperature jump of over 500 K for the TB
model.

Overall, the data in Fig. 8 indicate that the nonequilib-
rium hydrated electron’s hot ground state is reasonably well
approximated by an equilibrium spectrum, but at an unphysi-
cally large temperature. The need for such a large temperature
jump should not be taken to imply that the water surrounding
the hot ground state electron is actually at a very high temper-
ature; instead, the data simply indicate that the situation is so
far from equilibrium that the best parameter to use in an equi-
librium approximation corresponds to a very large increase
in temperature. Thus, the fact that the experimental data in
Paper II39 fit well to the model with a ∆T of ∼250 K suggest

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-012732
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-012732
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FIG. 8. The spectrum of the hot ground state of the hydrated electron produced immediately following the non-adiabatic transition (red curves) compared to
the equilibrium ground-state absorption spectrum (blue curves) for the (a) LGS non-cavity and (b) TB cavity models with the bulk system at room temperature.
The LGS electron’s hot ground state spectrum is quite red-shifted from the equilibrium spectrum, corresponding to an effective temperature increase of at least
120 K. The TB electron’s hot ground-state shows only a modest spectral red-shift, but since the TB model has almost no temperature dependence, this modest
redshift corresponds to a temperature jump of over 500 K. For both models, it is clear that the hot ground-state electron is far out of equilibrium, so that the best
equilibrium condition that can be used to approximate the nonequilibrium state corresponds to an unphysically high temperature.

that the simulations do indeed capture this aspect of the exper-
iment and that experimental fits that give large temperature
jumps are not in fact unphysical.

IV. CONCLUSIONS

In summary, we have studied the relaxation dynamics of
the photoexcited hydrated electron as a function of temperature
using mixed quantum/classical simulations. Our calculations
offer concrete predictions for the results of future experiments
that could possibly distinguish between the traditional cavity
picture of the hydrated electron, exemplified here by the TB
pseudopotential model, and our more recent non-cavity pic-
ture produced by the LGS pseudopotential model. We find
that cavity models of the hydrated electron show no change in
the ground-state structure with temperature, whereas the non-
cavity model predicts that significant structural changes occur
as the temperature is varied. For the non-cavity model, colder
temperatures lead to the production of a small central cavity
but also increase the water density within the electron’s radius
of gyration. At higher temperatures, the non-cavity electron
causes less disruption of the structure of liquid water. The non-
cavity model at cooler temperatures shows a similar structure
to “hybrid” models based on DFT17 or ab initio18 calculations,
suggesting that these models may in fact be roughly equiva-
lent other than slight differences in the exact temperatures at
which the various structural changes take place, particularly
given that the LGS non-cavity model we use here is known to
overestimate the experimental temperature dependence of the
ground-state absorption spectrum.

The way each model’s structure changes with temper-
ature leads to definite predictions for the results of future
temperature-dependent resonance Raman experiments. The
lack of temperature-dependent structural change for cavity
models of the hydrated electron explains why such models
predict that there would be essentially no change in the reso-
nance Raman spectrum with temperature at constant density;
the lack of structural change with temperature also predicts
that the ground-state electronic absorption spectrum at con-
stant density is temperature-invariant (a result at odds with
experiment8,31,32). In contrast, the blue-shift of the bulk water

Raman spectrum with increasing temperature and the lower-
ing of the overall interior density seen with the non-cavity
model as the temperature is increased suggest that the O–H
stretch of the hydrated electron’s resonance Raman spec-
trum should blue-shift with increasing temperature at constant
density.

The temperature-dependent structural differences of the
cavity and non-cavity models also lead to definite predictions
for the excited-state relaxation dynamics of the hydrated elec-
tron. Since the structure of the cavity model is essentially
temperature invariant, the only thing that can affect the excited-
state lifetime of the electron is the fact that the water motions
that cause internal conversion are slightly faster at higher tem-
peratures, leading to a very mild decrease in lifetime as the
temperature is increased (∼10% over a ∼50 K temperature
increase). The cavity model also predicts essentially no change
in the time for cooling of the hot ground-state electron pro-
duced subsequent to the internal conversion. In contrast, the
temperature-dependent ground- and excited-state structures of
the non-cavity model of the hydrated electron lead to dif-
ferent dynamics following photoexcitation, so that both the
excited-state lifetime and hot ground-state cooling times are
predicted to decrease significantly with increasing temperature
(∼2× decrease in lifetime over a ∼50 K increase). These
predictions should be directly testable by future temperature-
dependent time-resolved photoelectron spectroscopy experi-
ments.

Finally, the two models also predict significant differ-
ences in temperature-dependent pump-probe transient absorp-
tion spectroscopy of the hydrated electron, experiments that
we carried out subsequent to these predictions and which are
described in Paper II.39 The changing lifetime and ground-
state cooling times predicted by the non-cavity model lead to
direct signatures in transient absorption spectroscopy that are
observed by experiment nearly as predicted here. Moreover,
the non-cavity model also predicts the presence of stimu-
lated emission at early times in transient spectroscopy, with
both the amplitude and lifetime of the stimulated emission
decreasing with increasing temperature, again almost exactly
as observed by experiment. In contrast, the cavity model of
the hydrated electron predicts almost no change in transient
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spectroscopy with temperature and no signs of stimulated
emission at early times, features that are both in contrast with
experiment. For both models, the simulations show clearly
that the hot ground-state electron produced after the radia-
tionless transition from the excited state is far out of equi-
librium, so that modeling this species assuming the electron
is at equilibrium but at a higher temperature requires the
use of an unphysically high temperature, as is also observed
experimentally.

Overall, it is clear that one-electron models of the hydrated
electron, whether they produce cavity or non-cavity structures,
cannot explain all of the known properties of this simplest of
quantum solutes. Ultimately, it will be left to ab initio calcu-
lations to fully cement the connection between a microscopic
structural picture of the hydrated electron and its behavior in
the myriad experiments whose results have been reported in
the literature. But since the use of many-electron simulations
to calculate ensembles of non-adiabatic excited-state trajecto-
ries with hundreds of water molecules plus an excess electron
at several bulk temperatures is presently out of computational
reach, we can still take advantage of one-electron models to
make definitive predictions for future experiments that will
help us to refine our understanding of the possible structures
of the hydrated electron. Our conclusion based on compar-
ing the results of these simulations to experiment is that there
must be some type of structural change of the electron involv-
ing the density of interior water molecules as a function of
temperature and that non-cavity or “hybrid” models capture
this temperature-dependent structural change better than the
more traditional cavity picture.

SUPPLEMENTARY MATERIAL

See supplementary material for further details of sample
non-equilibrium trajectories and individual components to the
transient absorption spectra, and further discussions on the
temperature dependence of non-adiabatic dynamics.
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