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How Does a Solvent Affect Chemical Bonds? Mixed
Quantum/Classical Simulations with a Full CI Treatment
of the Bonding Electrons
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ABSTRACT Understanding how a solvent affects the quantum mechanics and
reactivity of the chemical bonds of dissolved solutes is of fundamental importance
to chemistry. To explore condensed-phase effects on a simplemolecular solute, we
have studied the six-dimensional two-electron wave function of the bonding
electrons of the Na2 molecule in liquid argon via mixed quantum/classical simula-
tion. We find that even though Ar is an apolar liquid, solvent interactions produce
dipole moments on Na2 that can reach magnitudes over 1.4 D. These interactions
also change the selection rules, induce significantmotional-narrowing, and cause a
large (26 cm-1) blue shift of the dimer's vibrational spectrum relative to that in the
gas phase. These effects cannot be captured via classical simulation, highlighting
the importance of quantum many-body effects.

SECTION Statistical Mechanics, Thermodynamics, Medium Effects

U nderstanding how a solvent affects the quantum
mechanics and reactivity of the chemical bonds of
dissolved solutes is of fundamental importance to

chemistry. The solvent's influence on chemical bonds arises
from alteration of a solute's electronic structure due to both
short- and longer-ranged interactions with hundreds of near-
by solvent molecules. This solvent-induced alteration of the
solute's electronic structure can alter the vibrational frequen-
cies and/or dissociation energies of the solute's chemical
bonds. Traditional molecular dynamics (MD) simulations
based on classical pairwise additive force fields are unable
to explore the detailed physics underlying the solvent's
influence on chemical bonds because such simulations can-
not account for changes in the solute's electronic structure
with the environment. Classical models can be improved by
adding many-body polarization terms; it has recently been
shown that such terms are necessary to successfully repro-
duce the vibrational spectrum of liquid water and ice.1,2 It is
unclear, however, whether classical polarizable models can
universally describe the changes in the solute electronic
structure that alter the nature of bond vibrations. This is
particularly true in nonpolar systems where longer-ranged
electrostatic interactions play a much smaller role than in-
herently quantum mechanical interactions such as Pauli
repulsion. To capture these effects, the quantum mechanics
of the solute valence electrons responsible for the chemical
bonding and the interactions of these electrons with the
surrounding solvent molecules must be accounted for at the
Hamiltonian level. There has been some semiempirical work
done to include solvent effects on the bonding electronic
structure in simulations examining the photodissociation
dynamics of I2 in rare gas liquids/matrixes3,4 and I2

- in rare
gas and CO2 clusters,5-7 but to the best of our knowledge,

there has been no first-principles treatment of solvent-solute
chemical bond interactions for diatomics in simple liquids.

In this paper, we go beyond a semiempirical treatment of
the solute's electronic structure and use first-principles quan-
tum mechanics to calculate the influence of a solvent on the
electrons in a chemical bond.We avoid the formidable task of
solving Schr€odinger's equation (SE) for all of the electrons on
both the solvent and solute molecules in the simulation by
adopting a mixed quantum/classical (MQC) approach, in
which we solve the SE exactly for the valence electrons of a
diatomic solute. Due to the relative simplicity of its electronic
structure, we have chosen the sodium dimer (Na2) as our
solute, andwe have investigated the chemical bond dynamics
of Na2 dissolved in liquid argon. This leads to a computational
problem that involves finding the electronic states of the two
Na2 valence electrons in the presence of hundreds of classical
Ar atoms and two Naþ core particles. We solve this problem
using our recently developed two-electron Fourier grid (2EFG)
method, which is outlined for this particular application in the
Supporting Information (SI). We find that even though liquid
Ar is an apolar solvent, its influence on the bonding electrons
of Na2 is quite substantial; nonpolar interactions with Ar
atoms that push the valence electrons off of the nuclear
centers produce a large instantaneous dipole moment on
the dimer that can reachmagnitudes of over 0.3 e-Å (1.4 D).
The presence of the solvent-induced fluctuating dipole leads
to both anew far-IRabsorption feature andanalterationof the
selection rules for the dimer's infrared vibrational absorption.
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Moreover, the solvent-induced alteration of the bonding
electron density between the Na2 nuclei leads to a large
(26 cm-1) blue shift of the dimer's bond vibration relative
to that in the gas phase. Classical simulations are unable to
account for this shift of the bond vibrational frequency because
purely classical force fields do not capture the solvent-induced
alteration of the Na2 bonding electron density.

Our MQC approach to simulating Na2 in liquid Ar involves
finding the ground-state solution to the SE for the two sodium
dimer valence electrons in the potential of all of the classical
solvent atoms. The SE was solved using our recently devel-
oped 2EFG method (see SI). Briefly, the valence electrons'
wave function was represented on a six-dimensional real
space grid, and the SE was solved variationally at everymole-
cular dynamics time step. The simulation cellwas cubicwith a
side of 43.8332 Å and contained 1600 classical Ar atoms,
2 classical Naþ cations, and 2 fully quantum mechanical
electrons. Our model for the Na2 intramolecular interactions
is described in the SI and involves a Phillips-Kleinman
electron-Naþ pseudopotential8 and classical Coulombic re-
pulsion between the two Naþ nuclei. The solute-solvent coup-
lingwas taken fromGervais et al.9with a slightmodification of
their solvent polarization potential (see SI). We modeled the
classical Ar-Ar interactions with Lennard-Jones (LJ) poten-
tials.10 The simulation time step was 5 fs (∼2.3�10-3 redu-
ced LJ time units), and the classical particles were propagated
with the velocity Verlet algorithm10 in the microcanonical
ensemble; for our simulation cell, the Ar reduced density was
0.75, and after equilibration, the Ar temperature was 120 (
4 K (reduced temperature close to 1.0), placing the Ar solvent
in the liquid region of the LJ phase diagram.11 The electrons'
wave function was expressed on a 166 cubic grid (i.e., a
configuration interaction (CI) basis of ∼1.7� 107 functions)
that spanned 14 Å in each direction and was centered in the
middle of the simulation cell where the Na2 was located. Data
were collected from a production run of 500 ps. All of the
simulation parameters and the details of the calculations
involved are described in the SI.

To provide a point of reference, we began by investigating
the electronic structure of the gas-phase sodium dimer with
the same level of theory as that used for our condensed-phase
simulations. The solid black curve in Figure 1 shows the
Born-Oppenheimer potential energy curve (PEC) for the
sodium dimer's bond displacement computed using our
2EFG method, where the zero of energy was chosen to be
twice the energy of Na0 calculated with the same grid basis.
Despite our choice of a grid basis for a problem with cylind-
rical symmetry, the calculated PES is smooth, exhibits a clear
minimum at Re=3.27 Å with depth De=0.679 eV, and goes
to zero at large displacement, indicating that the 2EFGmethod
correctly calculates electronic structure at all distances includ-
ing the dissociation limit, as expected for a CI-based method.
The second derivative of the PEC at theminimumcorresponds
to a harmonic oscillator frequency of ωe= 136 cm-1. These
values compare well with previous theory at a similar level to
our model but using Gaussian basis functions, which found
Re=3.34 Å, De=0.458 eV, and ωe=136 cm-1.12

Having seen that the 2EFG method provides a reasonably
good description of the electronic structure of gas-phase Na2,

we now use this method to consider the properties of the
dimer dissolved in liquid Ar. Perhaps the largest surprise from
these calculations is that immersion of Na2 into simulated
liquid Ar leads to the presence of a substantial instantaneous
electric dipole moment, μB(t), on the dimer, the properties of
which are plotted in Figure 2. Figure 2A plots a time trace of
|μB|(t) from a portion of our simulation. This figure makes it
clear that there are large fluctuations in |μB|(t), reaching values
of over 0.3 e-Å (1.4 D), with an ensemble average value of
∼0.1 e-Å (∼0.5 D). The presence of such large dipole
moments is quite surprising since liquid Ar is apolar and thus
expected to be a weakly interacting solvent; this is the main
reason that it and other noble gases are used in matrix
isolation studies. Since there are no charges on the solvent
to polarize the electrons on the dimer, the observed dipole
moment must result from short-ranged interactions with the
solvent. These “overlap-induced dipoles” result from the Pauli
repulsion between the Ar and Na2 electrons,13 an effect
included in our simulations via the e--Ar pseudopotential.
Interestingly, even though classical studies have shown that
nonpolar solvation is dominated by only a few close solvent
atoms,14 the magnitude and direction of the induced dipole
depends on the positions of multiple Ar atoms relative to the
sodiumdimer, aswe showexplicitly in the SI. Thismeans that
quantum mechanical many-body effects are important in
determining the induced dipole.

To better understand the consequences of the dipole on
Na2 induced by the solvent, we investigated the time depen-
dence of the instantaneous dipole moment by calculating
the dipole time autocorrelation function, C(t)= ÆμB(t) 3 μB(0)æ,
which is shown inFigure 2B. The fact that interactionswith the
solvent produce a fluctuating dipole moment with substantial
memory gives rise to an interaction-induced absorption
spectrum, which we calculated in the classical limit (via
eq 2.10 of ref 13) and plotted in Figure 2C. The spectrum
shows a peak in the far-IR at ∼50 cm-1, which is well
separated from the dimer's solution-phase oscillator fre-
quency and presumably results from intramolecular rattling
motions of the dimer in the solvent cage, similar to interpreta-
tions of the far-IR spectrum of H2 in liquid Ar.15 The weaker
feature at ∼160 cm-1, which is expanded in the inset of

Figure 1. Gas-phase potential energy curve for the sodium dimer.
The inset expands the region around the minimum and also plots
the solvent-averaged intramolecular potential, ÆVintra(r)æ (purple
dashed curve), described in the text.
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Figure 2C, occurs at the bond frequencyof thedimer;many-body
interactions with the solvent cause the normally symmetry-
forbidden infrared vibrational absorption of the dimer to
become weakly allowed in the presence of the Ar solvent.

In addition to creating a fluctuating dipole moment at the
bond vibrational frequency, the change in electronic structure
of the dimer induced by the solvent also alters the funda-
mental nature of the bond vibration. The blue solid curve in
Figure 3 shows thepower spectrum, ~C(ω), of thebondvelocity
autocorrelation function for MQC-simulated Na2 in liquid Ar.
The green dashed curve shows the same spectrum calculated
from a 1 ns all-classical simulation of this system inwhich the
Na2 bond was described by a quartic fit to the gas-phase Na2
PEC shown in Figure 1 and the solute-solvent interactions
were represented by a three-center fit to our calculated
Na2-Ar gas-phase potential energy surface (see SI). For
reference, the natural harmonic frequency of the gas-phase
dimer in our model is shown as the black vertical dotted line.
The all-classical and MQC power spectra have peaks that are

blue shifted from the gas phase by 7 and 26 cm-1, respec-
tively; the solvent clearly has a substantial effect on the Na2
bond vibration. The small blue shift seen in the all-classical
simulation results from physical confinement of the vibrating
solute; thepresenceof the solventnear the outer turningpoint
of the vibration effectively steepens the potential holding the
diatomic together, resulting in a small increase in the vibra-
tional frequency. However, the fact that the all-classical simu-
lation underestimates the magnitude of the vibrational blue
shift seen in the MQC simulation by a factor of ∼4 indicates
that many-body quantum effects that alter the electronic
structure of the dimer are far more important in determining
the bond vibrational frequency.

The origin of these many-body effects on the bond vibra-
tional frequency can be seenby simply considering the spatial
extent of the bonding electrons' wave function; when the
dimer bond length is 3.2 Å, themean radius of gyration of the
quantum valence electrons' charge density for gas-phase Na2
is 2.61 Å, while that for Na2 in liquid Ar is only 2.42 Å. This is
consistent with a picture in which the solvent particles com-
press the electron density between the Na nuclei, leading to a
stiffer chemical bond. This solvent compression of the bond-
ing electrons also decreases the average Na2 bond length
from 3.27 ( 0.01 Å in the all-classical simulation to 3.17 (
0.01 Å in the MQC simulation. Thus, the vibrational blue shift
of Na2 dissolved in liquid Ar results primarily frommany-body
electronic effects that cannot be adequately modeled with a
classical, gas-phase parametrization, even when all of the
classical interactions are derived from quantum mechanical
calculations.

To further explore the origin of the vibrational blue shift of
Na2 in liquid Ar, we separated the Born-Oppenheimer poten-
tial energy of the dimer into two parts, VNaNa=Vinter þ Vintra.
The first term contains operators that depend only on solvent
degrees of freedom, Vinter= Æψ|V̂Ar|ψæþ UNaþ-Ar, in which V̂Ar

is the argon-electron potential operator andUNaþ-Ar is the total
sodium-argon classical potential. The second term contains
operators that depend on the solute's degrees of freedom,
Vintra = Æψ|V̂Na þ T̂|ψæ þ 1/R, in which V̂Na is the sodium-
electron potential operator, T̂ is the kinetic energy operator for
the electrons, and R is the dimer bond length. Even though the
presence ofψ in the expectation value causesVintra to implicitly

Figure 2. Properties of the instantaneous induced dipolemoment
on Na2 in liquid Ar. (a) Time trace of the induced dipole moment,
μ(t), from a portion of our MQC simulation. (b) Dipole autocorre-
lation function averaged over the 500 ps simulation. (c) Absorp-
tion spectrum of Na2 induced from the fluctuating dipole. The
inset highlights the contribution from Na2's intramolecular vibra-
tional frequency at around 160 cm-1.

Figure 3. Vibrational spectrum of Na2 calculated from the Fourier
transformof the bond velocity autocorrelation function. Solid blue
curve: from the mixed quantum/classical simulation. Dashed
green curve: from the classical simulation, with a three-site
potential. Dot-dashed red curve: from the classical simulation
with a modified intramolecular potential as described in the text.
Dotted black line: gas-phase vibrational frequency.
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depend on the coordinates of the solvent (i.e., there is still some
many-body character in this potential that has not been com-
pletely removed),wechose thisparticular separationsince in the
limit of no solvent interactions,Vintra reducesprecisely to thegas-
phase Born-Oppenheimer Na2 potential (i.e., the solid curve in
Figure 1). In the presence of solvent, this separation allows us to
generate an effective condensed-phase intramolecular potential
for the dimer by calculating Vintra(r) for many solvent configura-
tions by holding the solvent fixedwhilemapping out Vintra along
the bond displacement and then ensemble averaging over the
different solvent configurations. This solvent-averaged intramo-
lecular potential energy surface, ÆVintra(r)æ, is plottedas thepurple
dashedcurve in the inset to Figure1; for reference, the gas-phase
PECof thedimer is shownas the solidblackcurve.Acomparison
of the two curves shows that solvent interactions both shift the
intramolecular potentialminimum to a shorter bond length and
increase the curvature at the minimum. Thus, interactions with
the solvent that compress the electronic wave function are
responsible for both the decreased bond length and increased
vibrational frequency of Na2 in solution.

Wenote that ifwe construct another all-classical simulation
of this system in which we use ÆVintra(r)æ instead of the gas-
phase PEC as the intramolecular dimer potential, the vibra-
tional spectrum of the dimer blue shifts an additional
∼9 cm-1, as shown by the red dot-dashed curve in Figure 3.
This modified classical simulation, which incorporates some
of the quantum effects of the solvent on the solute, clearly
provides a better portrayal of the vibrational properties of the
dimer in the condensed phase than that when the gas-phase
potential is used, but the modified classical simulation is still
unable to account for all of the shift seen in the full MQC
simulation. Thus, many-body effects in the intermolecular
part of the potential, which cannot be easily incorporated into
classical simulations, are important in a correct description of
the dynamics of chemical bonds in condensed phases.

Figure 3 shows that not only does interaction with the
solvent change the average vibrational frequency of the
dimer, but it also changes the width of the vibrational reso-
nance; the full width at half-maximum of the peak in the
vibrational power spectrum increases from 4.6 cm-1 in the
all-classical simulations (green dashed and red dot-dashed
curves) to 5.8 cm-1 in the MQC simulation (solid blue curve).
The contributions from the physical processes underlying the
width of a vibrational peak in a condensed-phase system can
be fairly difficult to tease apart.16 Probably the simplest
contribution to the spectral width is inhomogeneous broad-
ening; different solvent configurations around the solute will
result in a static vibrational spectrum that is broadened from
the gas phase due to a distribution of instantaneous vibra-
tional frequencies. Of course, if the solvent motions that shift
the vibrational frequency are sufficiently rapid, the spectral
line width will decrease due to motional narrowing. For both
our MQC and classical systems, we calculated the inhomoge-
neous contributions to the vibrational power spectrum by
calculating the distribution of frequencies associated with the
instantaneous second derivative of the PEC.We found that in
both the MQC and classical systems, the intrinsic inhomoge-
neous line width of Na2 in liquid Ar was 28 cm-1. This is
substantially broader than the actual vibrational spectrum

including solvent dynamics, indicating that the vibrational
spectrum of Na2 in liquid Ar is significantly motionally
narrowed. The fact that the classical simulation predicts
even narrower vibrational resonances is a sign that there is
either too much motional narrowing in the classical simu-
lation or that the contribution from vibrational energy re-
laxation (which is included classically in all three of our
simulations) is different between the MQC and all-classical
simulations.

In conclusion, we have applied our two-electron Fourier
grid electronic structure method to simulate the chemical
bond dynamics of the sodium dimer in liquid argon. By
allowing the solvent to directly interact with the bonding
electrons in the solute, we have been able to investigate a
whole host of many-body effects that alter the properties of
the molecule relative to the gas phase. The most substantial
change upon solvation of Na2 in liquid Ar is the development
of a large instantaneous dipole moment that both creates a
new far-IR absorption at frequencies characteristic of the
solute rattling motions and changes the selection rules to
allow (gas-phase forbidden) absorption at the solute's vibra-
tional frequency. Compressionof thebonding electrons by the
surrounding solvent particles also increases the electron
density between the solute nuclei, leading to a vibrational
frequency that is more blue shifted than an all-classical
simulation would predict. We also saw that even with poten-
tials derived from quantum calculations and a Na2 intramo-
lecular potential adjusted for a condensed-phase envi-
ronment, classical simulations were still unable to reproduce
the vibrational dynamics of Na2, highlighting the sensitivity of
chemical bonds to many-body interactions that only a first-
principles-based quantum calculation can capture. Finally, we
note that althoughwe have focused entirely on the properties
of the solute in its ground electronic state in this paper, our
2EFG method also produces accurate electronic excited
states, opening the exciting possibility of performing first-
principles quantum simulations of the photodissociation dy-
namics of chemical bonds in condensed-phase environ-
ments.

SUPPORTING INFORMATION AVAILABLE Full details of
all the simulationmodels presented in this publication and explora-
tion of the origin of Na2's induced dipole moment in more detail.
This material is available free of charge via the Internet at http://
pubs.acs.org.
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